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The papers included in this special section of the Journal of Fluids Engineering are drawn from those presented
at the IMECE 2002 in New Orleans in the Symposia on the “Rheology and Fluid Mechanics of Nonlinear
Materials,” “Advances in Processing Science,” and “Electric and Magnetic Phenomena in Micro and Nano-Scale
Systems” sponsored by the Fluids Engineering and the Materials Divisions. They represent excellent examples of
cross-disciplinary research as well as investigations relevant to important issues in manufacturing processes.

Symposia focused on the theme of complex and smart fluids that have been organized in every Winter Annual
Meeting of the ASME starting in the very early 1990s. The focus of early Symposia emphasized electro-rheological
fluids and the broader topic of non-Newtonian fluids and industrial applications. The series widened its scope and
adopted a more encompassing recurring theme on the “Rheology and Fluid Mechanics of Nonlinear Materials” in
the mid-1990s. Lately, parallel and complementary Symposia series addressing issues on the related themes of
“Electric and Magnetic Phenomena in Micro and Nano-Scale Systems,” “Advances in Materials Processing Sci-
ence,” and “Flows in Manufacturing Processes” have been organized regularly, the former two were held during
IMECESs and the latter during summer meetings of the Fluids Engineering Division all initiated and led by Dennis
Siginer.

These series developed as an interdivisional effort and has been sustained thanks to the support of the Fluids
Engineering, Materials, and Applied Mechanics Divisions with organizing committees led by Dennis Siginer. The
ongoing concurrent series of Symposia truly reflect the overlapping interests of the participants and present excel-
lent examples of interdisciplinary research. The interests of the fluid mechanician, applied mathematician, con-
tinuum mechanician and the material scientist, as well as the industrial practitioner find a home in these series and
feed on each other culminating in syntheses leading to new developments. Over the years, excellent and occasion-
ally groundbreaking papers have been presented and published in the Proceedings of these Symposia. A prominent
example which leaps to mind is the papers on suspensions by the late Yuri A. Buyevich presented at the
IMECES in the mid-1990s, and in particular the paper on fine suspensions in IMECE in Anaheim, Calif., in 1998.

Knowledge of non-Newtonian behavior is of vital importance to numerous manufacturing processes. The “Rhe-
ology and Fluid Mechanics of Nonlinear Materials” encompasses intriguing phenomena with enormous potential
for manufacturing processes not observed in the case of materials with linear constitutive behavior. New materials
are discovered constantly. Engineers are tasked with the design and manufacture of products by taking advantage of
the special properties of these materials, which may undergo phase changes during the manufacturing process.
Materials at the forefront of innovative technological applications rarely exhibit linear Newtonian stress—strain rate
relationships, rather behaving in a very nonlinear fashion that needs to be characterized. This characterization is
then used to describe their flow behavior under applied stress. Fluid flow and heat transfer phenomena may
significantly affect the feasibility and the efficiency as well as the economic aspects of materials processing. Most
manufacturing processes are strongly affected by the related transport phenomena. Product quality in particular and
the efficiency of the process depend to a large extent on optimizing the characteristics of a given flow and/or heat
transfer phenomenon pivotal to the process.

The 12 papers in this collection are loosely divided into three groups. The first five papers are more centered on
fundamental issues with underlying important practical applications. The three papers in the next group present
novel measurement techniques. The final four papers in this special section are directly related to manufacturing
processes.

To begin the first group, Yamamoto et al. discuss new experimental results for the penetration problem of a long
gas bubble through a viscoelastic fluid in a tube. This problem is relevant to the displacement of oil by a low viscous
fluid in enhanced oil recovery as well as film coating on the inner wall of a tube and gas-assisted injection molding
where viscous fingering may occur. They show that for values of the Weissenberg number larger th&e>ehe
elastic normal force is the dominant factor in shaping the film thickness between the bubble and the wall, and when
We<1 shear thinning viscosity defines the thickness. They discuss the consequences of their findings.

The petroleum industry relies on a number of polymer-based viscoelastic fluids in various operations such as well
drilling and stimulation. These fluids are pumped partly through coiled tubing. The prediction of energy losses is
central to the design of coiled tubing pumping operations. The drag reducing property of these fluids as well as
viscoelasticity generated secondary flows in the curved geometry impact the energy losses in addition to frictional
effects. The paper “Rheological Properties and Frictional Pressure Loss of Drilling, Completion, and Stimulation
Fluids in Coiled Tubing” by Zhou and Shah explores these issues and presents interesting new experimental results,
which point at the energy losses in coiled tubing to be significantly higher than straight tubing.

The addition of polymers to lubricants to produce viscoelastic “multigrade” oils is reported to lead to reduced
bearing wear and engine friction. The mechanism associated with these effects remains unclear despite recent efforts
to elucidate the physics of the phenomenon. The authors of “Rheology of Dilute Polymer Solutions and Engine
Lubricants in High Deformation Rate Extensional Flows Produced by Bubble Collapse” experimentally investigate
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liquid jets formed by the collapse of bubbles under cavitation generated pressure waves. High rates of extension
found in such jets are relevant to oil flows in dynamically loaded bearings, which subject the fluid to extension rates
of the order of several thousand per second within a millisecond transit time. They report a mitigating effect of
viscoelasticity on the cavitation damage mechanism.

Applied large electric fields generate a dramatic response in the rheological properties of electro-rheological
suspensions. Development of industrial applications, including electro-rheological clutches, brakes, engine mounts
in the automotive industry and robotic actuators, is at this time limited by a lack of understanding of the underlying
mechanisms with the added difficulty of producing stable suspensions. Kadaksham et al. develop a novel numerical
approach based on distributed Lagrange multiplier method for the direct simulation of the dynamics of electro-
rheological suspensions subjected to spatially nonuniform electric fields. They show that particle collection time in
a flowing electro-rheological fluid subjected to a nonuniform electric field depends on the ratio of dielectrophoretic
and viscous forces as well as the relative importance of the electrostatic particle-particle interaction force, the
dielectrophoretic force, and the hydrodynamic forces.

Liquid crystal technology is crucial to electronic display component manufacturing among other things. Nematic
phase is the simplest phase in a liquid crystat) with an orientation order but no translational order. Of particular
interest are rod-like and disk-like polymer-molecule-based LCs. Most hydrodynamic theories formulated for flows
of LC materials are predicated on rod-like polymer molecules. Wang, the lead author of the paper on the kinetic
theory for nonhomogenous nematic liquid crystalline polymers, recently developed a kinetic theory for spheroidal
liquid crystal polymers with the aim of establishing a unified theory for rod-like and disk-like LCPs. In the present
paper together with his co-authors, he discusses the extension of the previously proposed unified field theory to
account for the translational diffusion and the related density variations. The constitutive theory presented is
applicable to flows of rod-like liquid crystal polymers at large aspect ratios and to flows of disk-like LCPs at small
aspect ratios.

The three papers in the next group present novel measurement techniques. Greenwood and Bamberger describe
a noninvasive technique to measure the density of a liquid or slurry through the stainless steel pipeline wall. The
self-calibrating ultrasonic sensor they introduce measures the density by coupling measurements of acoustic imped-
ance and velocity of sound. The technique and the associated self-calibrating sensor represent an exciting develop-
ment, and may have a variety of applications.

Bakhtiyarov et al. present a new technique for measuring fraction solid in molten metals and alloys, as well as the
results of the application of the method to a commercial aluminum alloy. The technique is based on measuring the
opposing torque generated by the circulating eddy currents induced by a rotating magnetic field in a stationary
solidifying metal sample or vice versa. The torque is related to the amount of solid phase in a solidifying melt. The
method is an important contribution to the understanding of the solidification phenomenon in the mushy zone.
Fraction solid is a pivotal parameter in optimizing metallurgical processes and in developing mathematical models
of the casting process.

Ferrofluids are rapidly becoming a commercially viable example of polarizable suspensions with potentially
promising applications in microfluidic pumps and actuators driven by alternating or rotating magnetic fields, in drug
delivery vectors and other biomedical applications such as magnetocytolysis of localized tumors. These fluids are
suspensions of magnetized colloidal particles coated with a stabilizing dispersant in a carrier fluid. For theoretical
modeling, they present a challenge, in that they are characterized by body-couples and nonsymmetric viscous
stresses as well as couple stresses representing the transport of microstructure angular momentum. The paper by
Rosenthal et al. discusses theoretical developments and experimental observations concerning the spin-up flow and
the measurement of the torque required to restrain a hollow cylinder containing the ferrofluid with the underpinning
aim of clarifying an ongoing controversy in the spin-up flow of ferrofluids.

The remaining four papers in this special section are directly related to manufacturing processes. High-speed
water jets proved to be feasible replacements for cutting tools, be it surgical scalpels or rock cutting. Among the
myriad of applications, the capability of water jets and water/ice slurries to perfectly clean contaminated surfaces in
an inexpensive and environmentally sound way is particularly noteworthy. The paper by Petrenko et al. describes a
numerical study to investigate the dynamics of the water slug propelled by powder explosion in a water cannon. The
slug is very much like a bullet, but moves at speeds significantly exceeding that of a bullet driven by a similar
explosion, typically speeds in excess of 1.5 km/s. The computational method is based on a finite difference scheme
coupled with the method of characteristics and predicts the pressure, velocity and density fields in the course of slug
acceleration.

The collaborative effort of Correia et al. examines extensively the vacuum assisted resin transfer molding process
(VARTM) widely used in a variety of manufacturing processes involving composite materials. A governing equation
for VARTM is developed, followed by a numerical 1D/2D solution predicting the flow and time-dependent thick-
ness of the preform by introducing models for compaction and permeability. The paper also provides a comparative
study of VARTM with the conventional resin transfer molditigTM).

Boutaous and Bourgin explore the flow of an air layer squeezed between a solid smooth substrate and a plastic
film. The problem is of pivotal importance in obtaining good quality plastic film rolls, as stresses generated by
trapped air pockets lead to defects. Experimental evidence points to the plastic film roughness as the governing
parameter in determining the flow characteristics. The authors present experimental measurements of the plastic film
roughness, a very involved concept in itself as the word roughness contains so much information, and an elegant
theoretical analysis of the squeeze flow via Hele-Shaw approximation introduced by T. C. Fung in 1969 together
with periodic homogenization techniques.

The last paper in this collection explores the effect of buoyancy convection on the growth of a particular type of
crystal grown by the traveling solvent meth@iSM) under different heating conditions. Saghir et al. use a finite-
element approach to solve simultaneously the full Navier-Stokes equations together with the energy and solutal
equations. The TSM is a commonly used method in industry to produce pure and homogenous simple crystals for
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the production of high-quality semiconductors. The modeling in this paper accounts for the heat losses by radiation.
The authors present interesting results pointing to strong convection currents in the solvent detrimental to the
growth uniformity of the crystal rod.

I would like to thank the authors of the papers in this special section of the Journal of Fluids Engineering for their

devoted efforts in preparing and improving their manuscripts in response to the reviews. Special thanks are due to
the referees who contributed their time and expertise.

Dennis A. Siginer
Associate Editor
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Introduction tubes with dimensional variations and curved section to study
ape effects on the uniformity of residual wall thickness.

As for gas penetration in a tube, there are early studies of the
s penetration through Newtonian flui@sg.,[3—7]). It was in-
icated that the relation between the fractional coverage and the

Gas penetration through a viscoelastic fluid is related to prols)'-1
lems such as film coating on an inner wall of a tube, displacemen
of oil by a low viscous fluid in enhanced oil recovery, and fluirﬁ

replacement in gas-assisted injection molding. In industrial app apillary number for Newtonian fluids was described by a master
cation, we often encounter the gas penetration through ng

. . i . Qirve. In addition, Cox6] visualized streamlines during a gas
NeWtO_“'ar? fluids. For ex_ample, gas pe”e.""?‘“"ﬂ through_V'Scoe?%'netration. Huzyak and Koellif@] and Gauri and Koelling9]
tic flwdds |_s_ob_served |Ir(lj_gas-§53|sted |nject_|on molglr!g. Ga ave studied the gas penetration through viscoelastic fluids. They
aSS'Stfe |nject|chjn mol k']nr? ”'S an oper?tNﬁ technique  tQsey Boger fluids, a viscoelastic fluid having a constant Newton-
manu a(ljcture pro hUCtS W.'t ollow §t_ructu(rje: n this procefss, forf?in viscosity, to investigate the elastic effect on the coating film
pressed gas such as Nitrogen is injected into a core of polymgfeyness. The dependence of the fractional coverage on the cap-
melt in & mold during usual injection molding process. The intefyary number for Boger fluids is nearly identical to the Newtonian
face between the gas and the polymer melt moves to replace fige at low capillary numbers, while the results for Boger fluids
polymer melt with the gas. Because polymer melts are viscoelas§igyiate from the Newtonian counterparts at high capillary num-
fluids, the _\/lscoelastlc properties of polymer melts are expectedjjg,s. They pointed out that the elastic property of the fluid thick-
affect the interface motion. ~ ened the coating film. Gauri and Koellif§] also performed a
Viscous fingering is related to a phenomenon occurring in gasty measurement to elucidate the velocity field near gas-bubble
assisted injection molding. Some experimental studies have qu.
performed U-slng Channe|S Slml|al’ to those n real gas-aSSISt.ed |nMany engineering polymers used in p0|ymer processing have
jection molding process. Lu et gl1] used large flat plates with shear-thinning viscosity and this property has important role in
ribs to investigate gas fingering in the rib parts. Yang and GBbu flows in polymer processinfL0]. Thus, it is important to clarify
examined the gas penetration through a polymer melt in circulgje effect of shear-thinning viscosity on bubble-tip behavior. Ka-
misli and Ryar[11] have proposed a simple model for gas-liquid
*Corresponding author dynamics in liquid displacement in circular tubes and noncircular
Contributed by the Fluids Engineering Division for publication in ttiBNAL  ~hannels based on a power-law viscosity function. Bonn and Meu-
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . L ’
October 17, 2002; revised manuscript received June 4, 2003. Associate Edifdfe! [12] and F'”Qner .et aI[lS—lﬂ have indicated th? effect of
D. Siginer. both shear thinning viscosity and normal stress on finger growth

148 / Vol. 126, MARCH 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 . ®  2.0wt% PAA in water
St B 2.5W% PAAin water
e - o A 3.0w% PAA in water
[o} 1.0wt% CMC in water
* 11 1 ©  0.95wi% CMC & 0.08wt% PAA in water
i ' ! --X--  glycerin
NEGULATON WEVNG BOX -=$--  90wt% malt jelly in water
v L) A3 M}
A
EBLECTROMNIC BALAMNCE A

DOMPREBSON

Fig. 1 Experimental setup

A
(]

(M)

3,
]

.-.’IIr
I
»
»

in a Hele-Shaw cell. The authors’ group has also pointed out the
effect of shear-thinning viscosity on fingering pattern in a Hele-
Shaw cell[16,17]. However, the experiments of the gas penetra-
tion through viscoelastic fluids with shear-thinning viscosity are
not enough and sufficient experimental data have not been ob-
tained.

In the present study, we have analyzed the gas penetration
through viscoelastic fluids having shear-thinning viscosity to elu- 1(;" 130 161 102
cidate the effect of the shear-thinning property on the motion of
the interface between the gas and the viscoelastic fluid. We char- Shear Rate 1/s
acterized the coating film thickness on a tube wall using both the
capillary number and Weissenberg number; these non-dimensional
groups were evaluated considering the shear-thinning effect. The
present analysis shows the Weissenberg number characterizes
which effect of the shear-thinning viscosity or the elastic normal Experimental Method. In the present experiment, the mass

Shear Viscosity Pa-s
;
g
>y

Fig. 2 The shear viscosity of test fluids at 25°C

force is dominant. flow rate of test fluids expelled from the tube exit and the bubble-
tip velocity were measured to estimate the coating film thickness
Experimental on the inner wall of the tube. Because viscoelastic fluids have

memory effect, the test fluid was left at rest for 10 minutes after
Experimental Setup. Gas penetration in a glass tube was obfilling process of the test fluid.

served. Figure 1 shows the experimental setup for the gas penetraFhe film thickness was evaluated by a fractional covenage
tion. The glass tube is 1,000 mm long and its inner diameter isdéfined by
mm. A tube fitting was connected to each tube end. A test fluid or
air was injected into the glass tube from one end of the tube. A _ R-Rp
syringe was used to fill the tube with a test fluid. Air was injected m= R2
into the tube at a constant pressure ranging from 4 to 200 kPa 0
using an air compressdHitachi Super Bebicon The injection whereRy is the inner radius of the tube ay}, is the radius of a
pressure was controlled with a precision regulator. A contracti@g@s bubblgsee Fig. 4 When the fractional coverage is constant
part was attached to the other end to adjust the pressure grad@anng the tube, the balance of mass yields
across the tube. The tube was covered by a viewing box filled with
glycerin to reduce the refraction of light; Glycerin has similar
refraction index to that of the glass. The mass outflow rate was

: @

measured with an electronic balan@&D FA-200). : gm :x::::::

Test Fluids. We used two Newtonian and five viscoelastic 8 izmzm‘:“‘mr
fluids as test fluids. The Newtonian fluids include glycerin and ©  0.85wi% CMC & 0.08wt% PAA in water
90wt% malt jelly in water. The viscoelastic fluids are 2.0, 2.5, and
3.0 wt% polyacrylamidéPAA; Sanyo Chemical Industries SAN- T T .
FLOC AH70B in water, 1.0 wt% carboxymethyl cellulo$€MC; & R
Daicel Chemical Industries CMC DAICEL 22p(n water, and n
the mixture of 0.95 wt% CMC and 0.08 wt% PAA in water. 3 . “'

Figures 2 and 3 show the shear viscosity and the first normal 5 10% . ;l E
stress difference of the test fluids, respectively. Rheological mea- é ade® o ®
surements were carried out with a cone-plate type rheometer P AL S |' "’
(UBM Rheosol-G2000 All the viscoelastic fluids have shear- ] "’! ° o
thinning viscosity and non-zero first normal stress difference. The 2 4 ‘.9' ° o
shear viscosity of every viscoelastic fluid shows strong shear- 7 10%.3.!{ ° <:‘oc"c' 4
thinning property. We adjusted the mixing ratio of the mixture of © ’o
CMC and PAA solutions so that the mixture and the 1.0 wt% g e °
CMC solution are almost the same in the shear-thinning property z
and are different in the elastic property. The measurements of P
rheological properties were carried out at 25°C, which is the same c G A .
temperature condition for the gas penetration experiments. Table 1 10 10° 10' 10°
summarizes both surface tensienand the density of the test Shear Rate 1/s
fluids at 25°C. The surface tension was measured with a Du Nouy
type tension meter. Fig. 3 The first normal stress difference of test fluids at 25°C
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Table 1 Interfacial tension and density of test fluids at 25°C
[ 2.0wt% PAA in water
Interfacial a 2.5wt% PAA !l’l water
Tension Densit 3 ?gx& Z:A?:mlnm'g
Test fluids o mN/m kgl ’ wasr ;
P ©  0.95Wt% CMC & 0.08wt% PAA in water
2.0 W% PAA in water 76.5 1000 X gyoern
2.5 wit% PAA in water 78.1 1000 > 90wtk makt jelly in water
3.0 wt% PAA in water 77.7 1000
1.0 wt% CMC in water 77.0 1000 1 T T
0.95 wt% CMC & 75.8 1000
0.08 wt% PAA in water [ H=R, 1
Glycerin 65.0 1264 | |
90 wt% malt jelly in water 81.1 1355 £
o .
o
g s
3 0.5} .
(&
m=1-— , 2) s f ]
pmRIL 5 | ]
X
wherew is the mass of the test fluid replaced by the gas bulble, E A i
the fluid density, andl the length of the test measuring region. We
measuredv to obtain the film thickness according to E@). i .
The experimental results were characterized using the capillary 0 " 1
numberCa and Weissenberg numb#Vi that are defined in the 1072 107! 10° 10'
next subsection. Shear viscosity is necessary for evaluating these Capillary Number Ca

values. Shear viscosity of viscoelastic fluids changes with the

shear rate; hence we need to obtain the bubble-tip velocity E@. 5 Fractional coverage m as a function of capillary number
determine a representative shear rate for the evaluation of sh€arwhen H=R,; case (a)

viscosity. The bubble-tip velocity was measured in a test section

of 200 mm long that was located from 400 to 600 mm down-
stream of the tube inlet. The bubble-tip velocity was estimated
measuring time that a bubble passed through the test section.
liminary experiments had confirmed that the tip velocity in the test

ereH is a representative length ands a relaxation time. The
Bxwell type relaxation timé5) was used fon:

section was almost constant. For the evaluatiorwpthe mass N,
outflow rate of the test fluid was also measured during a period of A=, (%)
time when a bubble passed through the test section. We ran the 2ny

measurements five times at each injection pressure and confirmgféreN; is the first normal stress difference. The Reynolds num-
the reproducibility. The average mass flow rate and tip-velocity @fr defined by Re pUH/7 ranges fromO(10 %) to O(10° %) in

five measurements were used for the analysis. . the present experiments and hence the effect of inertia is negli-

In addition, we carried out flow visualization experiments t‘%]ible.

observe the motion of bubble t|p The motion of the gaS bubb eWe need to determine a representative shear ;ya;tej/H to

was captured on videotape using a digital video cant8@NY  evaluates(y) and\ (). In the present analysis, we applied the
DCR-TRV90Q. Transmitted light through tracing paper was useghean bubble-tip velocity asl and two definitions oH: (a) H

for a light source. =R, and(b) H=R,— R, to estimate the shear rate. The shear rate
gvaluated using the former definition corresponds to the mean

results using the following non-dimensional groups: The capilla locity gradient in front of a bubble tip; the latter case represents

numberCalis a ratio of viscous force to interfacial force and ig€ mean velocity gradient near the tube wall. The schematic of
defined by regions where these shear rates are defined are illustrated in Fig.

_ 4.
621
Ca= p 3)

Non-Dimensional Group. We characterized the experimental

Results and Discussion
where 7 is the viscosity andJ is a representative velocity. The
Weissenberg numbé#i is a ratio of elastic force to viscous force
and is defined by

Effect of Capillary Number. Figure 5 shows the dependence
of the fractional coveragen on the capillary numbe€a in the
case(a). The fractional coverage increases consistently \@igh
- MyU In the Newtonian case, the fractional coverage tends to approach
Wi=—f—. (4) about 0.6 at higtCa.

For the viscoelastic fluids, the effect of elastic properties has
been reported in previous studig® 9,19 and the present results
agree with these studies. The fractional covenage larger than

Test Flud the corresponding Newtonian result when the bubble-tip velocity
Gas Bukbie is large, i.e. at higlCa. This phenomenon agrees with the results

p I ~ . sy by Huzyak and Koellind8]. They carried out the experiments of

o ‘f' 51 the gas penetration through Boger fluids and reported the thicken-
o ing of film at high Ca was caused by elasticity of the fluids.

¢ L ' ! BecauseNi also increases with increasing the bubble-tip velocity,
it is large at highCa and elastic effects strongly appear. The effect
Fig.4 Schematic of gas penetration: Areas  (a) and (b) indicate  Of elastic normal force can be explained as follq&&]: Normal

schematic of regions where representative shear rates are de- force exists in the radial direction. The force direction is towards
fined the centerline and the force becomes larger with increasing the
150 / Vol. 126, MARCH 2004 Transactions of the ASME
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[ ] 2.0wt% PAA in water ® 2.0wt% PAA in water
[ ] 2.5wt% PAA in water s 2.5wt% PAAin water
A 3.0W% PAA in water A 3.0m% PAA in water
o] 1.0wt% CMC in water (o] 1.0wt% CMC in water
) 0.95wt% CMC & 0.08wt% PAA in water * 0.95wt% CMC & 0.08wt% PAA in water
X glycerin
> 90wt% matt jelly in water T -
1.5F E
1 v
' A . o J
| H=RyR, ) I ® |
E | r I o8 ;
1 A - z
g .... o*4 E L 0&. J
8 i n® > ] E
4 N 1
o 0.5F > b O off |
o i g ]
c . / o
Q A
B L 5 b4 i - % 4
g | oo ¢ - | ¢ S o H=R, .
1 1
I 1 107" 10° 10' 10?
o= = pye pes Weissenberg Number Wi
Capillary Number Ca Fig. 7 Reduced fractional coverage = m/my as a function of

) ) . . Weissenberg number Wi when H=R,; case (a)
Fig. 6 Fractional coverage m as a function of capillary number

Ca when H=Ry—R,; case (b)

easy to carry out the experiments in a wide rangeCafusing
enough test fluids having different shear-thinning viscosity; a nu-

shear rate or the velocity gradient. Consequently, the film thickef€rical approach may be an effective alternative method.

andm increases consistently with the capillary number. Effect of Weissenberg Number. We next analyze the elastic/

~ On the other hand, when the bubble-tip moves slowly, Ca., yiscous effects considering the relation of the fractional coverage
is small;m is smaller than the corresponding Newtonian resulpng the Weissenberg number. Figures 7 and 8 show the depen-
Boger fluids, however, behave nearly identically to the Newtoniafence of a reduced fractional coveragémy on Wi in the cases
fluids at lowCa [8]. The decrease in film thickness is probablyga) and (b), respectively. Heremy is the fractional coverage of
related to the shear-thinning viscosity: Because of the sheflewtonian fluid at the correspondir@a. Consequently, the con-
thinning viscosity, apparent shear viscosity decreases near fion m/m,>1 means the coating film is thicker for a viscoelas-
tube Wa”, thus the Velocity Of bubb|e-tlp near the Wa” becomq& case than the Newtonian Casfe[mN<l means the film is
faster than that in the corresponding Newtonian fluid. Consgyinner than the Newtonian case.

quently, the film thickness becomes thinner than the Newtonian|n poth casesa) and(b), m/my<1 at low Wi andm/my>1 at

case. This effect of shear-thinning viscosity obtained in thggh wi. For the PAA solutions, the Weissenberg number at which
present experiment coincides with the prediction by Kamisli and

Ryan([11].

Figure 6 shows the dependencemfon Ca in the case(b).
Because the definition of the representative shear rate is different
from that in the caséa), the plots shift in the direction of the axis
of Ca. However, the results show qualitatively the same behavior
as that shown in the cade). The present experimental results
show that the relation betweenandCa reported in the previous
studies is also obtained for fluids with shear-thinning viscosity by T
evaluatingCa as a function of the shear rate.

In both casega) and (b), the mixture and the CMC solution
behave similarly at lowCa, while the fractional coverage of the
mixture becomes larger than that of the CMC solution at iigh
The representative shear rate in the present experiments ranges
from 0.1 to 45 s in the casga) and from 0.5 to 130§ in the
case(b). The shear viscosities of the two fluids are almost the
same and the first normal stress differeteof the mixture is
larger than that of the 1.0 wt% CMC in water at>10s * as
shown in Figs. 2 and 3. The shear rates at which the difference in
m of the two fluids becomes apparent are approximately 15 s
and 45 st in the cases ofa) and (b), respectively. These shear
rates is in the range that the two fluids remarkably diffeNin
This fact indicates that the difference of the two fluidsrimt high w - x 2
Ca originates in the difference iN, at high shear rate. 10 10 10 10

It is important and interesting to quantitatively evaluate the ef- Weissenberg Number Wi
fect of the shear-thinning property, e.g. intensity of the shear-
thinning and find parameters that characterizes the effect. Homig. 8 Reduced fractional coverage ~m/my as a function of
ever, this issue is unsolved in the present study because it is Watissenberg number Wi when H=R,—R,,; case (b)

2.0wt% PAA in water

2.5wt% PAAIn water

3.0wt% PAA in water

1.0wt% CMC in water

0.95wt% CMC & 0.08wt% PAA in water

[ Nem ¥ N J

m/mN

L H=R0-Rb 4
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m/my is unity, Wic, is about 1.2 for the cas@) and is about 1.5 than the Newtonian case when the Weissenberg number is small
for the casdb); for the CMC solutionWic is nearly equal to 1.0 and viscous effect is dominant. In addition, further study of both
for both casesa) and(b). The results in Figs. 7 and 8 indicate thathe flow field near the bubble-tip and the effect of elongational
the magnitude relation of film thickness change®vat-1.0: The properties such as stretch-thickening elongational viscosity may
film thickness is thin as compared to the Newtonian case owingf@ necessary to elucidate the mechanism of film coating of vis-
the shear-thinning viscosity when viscous property is dominamdpelastic fluids.

i.e. atWi<1. On the other hand, the normal force effect makes

the film thick when elastic property is dominant, i.eVéi>1. We

can conclude that the Weissenberg number characterizes which
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Geological Engineering, mud, and guar-based fracturing slurries. Rheological measurements using a Bohlin CS 50
Well Construction Technology Center, rheometer and a model 35 Fann viscometer showed that these fluids exhibit shear thin-
The University of Oklahoma, ning and thermal thinning behavior except the bentonite drilling mud whose viscosity
Norman, OK 73019 increased as the temperature was raised. Flow experiments using a full-scale coiled

tubing test facility showed that the friction pressure loss in coiled tubing is significantly
higher than in straight tubing. Since the polymeric fluids displayed drag reducing prop-
erty, their drag reduction behavior in straight and coiled tubings was analyzed and
compared. Plots of drag reduction vs. generalized Reynolds number indicate that the drag
reduction in coiled tubing was not affected by polymer concentration as much as in
straight tubing. The onsets of turbulence and drag reduction in coiled tubing were sig-
nificantly delayed as compared with straight tubing. The effect of solids content on the
friction pressure losses in coiled tubing is also briefly discussed.
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Introduction released. Similarly, the gravel-packing completion fluids have to
be viscous enough to transport gravels to the desired locations.

Coiled Tubing(CT) has been successfully used in well c.j”"'ng’But, when the fluids are pumped through the tubing string where
completion, and stimulation operations in the petroleum |ndustr$¢I
e

When pumping fluids through coiled tubing, part of the coile e shear rates are generally high, low viscosity andfor drag-

tubing string is in the wellbore and, therefore, can be treated as?_ucing properties would be desired. :
straight tubing(ST), the other part of the coiled tubing that re- he effect of temperature on rheological properties has to be

ined led th iled tubi lis i iled t(:onsidered for the drilling, completion, and stimulation fluids. As
mained spooled on the colled tubing reel1s in colied geomely,q q,iqs are pumped downhole, their temperature would increase

The hydraulics d_esign of co_ile_d tubin_g _pumping operation&ue to geothermal gradient of the formation and the effect of

flow rate in coiled tubing is often limited due to the relatively | " s study, the rheology and the tubing flow behavior of
small tubing diameter and the extra flow resistance caused by Wige ) fluids cbmmonly used as drilling, completion, and stimu-
secondary flow in the curved flow geometry. Since the pioneeringiq, fiigs are investigated experimentally. These fluids include
study of Dear(1,2], the flow of Newtonian fluids in coiled pipes ,o\vmeric fluids—xanthan gum, partially hydrolyzed polyacryla-
has been studied extensively; in contrast, the flow of no iide (PHPA), guar gum, and hydroxyethyl cellulo§slEC), ben-
Newtonian fluids in coiled pipes has remained relatively unstudiggpite drilling mud, oil-based drilling mud, and guar-based frac-
[3]. There is a need to understand the flow behavior of the coRing siurries. A Bohlin CS 50 rheometer and a model 35 Fann
mon drilling, completion, and stimulation fluids in coiled tubing,;scometer were used to measure the viscous behavior at various
and to develop correlations to predict the friction pressure 10SSggear rates and temperatures. Extensive tubing flow tests were
in coiled tubing. _ . _ _conducted using a full-scale coiled tubing test facility to investi-

_ The rheological properties of drilling, completion, and stimulagate the friction pressure losses of fluids in both straight and
tion fluids are important in determining their solids-carrying Cecpjled tubings. The experimental results are presented and the
pacity and estimating their frictional losses in tubulars. The solidgiction characteristics of drag-reducing fluids in coiled tubing as

carrying capability of these fluids is mainly affected by theompared with straight tubing are discussed.
viscosity at low shear rates. The drilling cuttings are carried out

from the bottom to the surface through the wellbore annulus. In .
hydraulic fracturing, the sand used as proppant has to be traRperimental
ported by the fracturing fluids into the hydraulically-induced frac-

fures to keep the fractures open after the pumping pressur .Rheological Characterization. The rheological properties of

el ; . :
tHg fluid samples taken during the tubing flow tests were measured
Commibuted by the Fluids Endineering Division f biication in oA using a model 35 Fann viscometer and a Bohlin CS 50 rheometer.
ontributed by the Fluids Engineering Division for publication in NAL ; ; ; _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionThe former was used for viscosity measurements at ambient tem
January 7, 2003; revised manuscript received June 30, 2003. Associate EdiRgrature, whereas the latter was used for elevated-temperature

D. Siginer. measurements.
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Table 1 Dimensions of Coiled Tubing Reels eccentric, with 2-3/8 in. pipe inside 3-1/2 in., provided annular
flow measurements. In addition, two 200-foot straight tubing sec-

CTOD CTID Length Reel Diameter Curvature Ratio

' ’ ; tions of 1-1/2 and 2-3/8 in. were installed and could be easily
Reel No. (i) (in.) ® (in.) @R hooked up with the coiled tubing flow loop. Two 50 bbl tanks
1 1 0.810 500 48 0.0169 were used for fluid mixing and storage. The pumping equipment is
% 1_1/2 g-%% 11%%% 7722 %-%11%53; a triplex plunger pump which was boosted by a Galigher centrifu-
2 112 1188 2000 79 0.0165 gal pump. Honeywell differential pressure transducers were used
5 1-1/2 1.188 2000 72 0.0165 to measure the differential pressures across the coiled tubing
6 2-3/8  2.063 1000 111 0.0185 strings, straight as well as annular sections. A MicroMotion® flow
7 2-3/8 2.063 2000 111 0.0185

meter was used to measure flow rate, temperature, and density of
fluid. The measured data were transmitted to a remote personal
computer using a Fluke Hydra system for data acquisition.

The Model 35 Fann viscometer is a rotational viscometer with a Experimental Procedure. The experimental procedure began
rotating cylinder and a stationary bob. Fluid is contained in thgith fluid preparation. To simulate the field conditions as closely
annular space between the co-axial cylinders. The outer cylindgy possible, the fluid mixing and preparation procedures recom-
(rotor) is driven at a predetermined rotational speed and the torgifanded by the service companies fluid providers were closely
arising from the fluid’s viscous drag is exerted on the inner cylify|lowed. Sometimes technical representatives from the service
der or the bob. The torque is balanced by a helically wound spriggmpanies came to the test facility to witness the fluid preparation
and the dial reading which indicates the spring deflection is usgfhcess. Care was taken to avoid lumps or “fish eyes” during the
to calculatg the torque. ann viscometer is vyldely useq In t ixing. Various chemicals were added to control the pH and bac-
petroleum industry for testing drilling, completion, and St'mwaferia, to reduce air bubbles, or to ensure proper hydration. Some

tion fluids. Use of Fann viscometer has been included in the r ids such as Xanthan gum and bentonite mud may take longer
ommended practices on the rheology and hydraulics of dnlh%p to 24 hoursto hydrate. In those cases, fluids were prepared

?ngtlmulatlon fluids by the American Petroleum Instit(A®!) the day before_ the test for adequate hydration.
The Bohlin CS 50 is also a rotational rheometer. But unlike the After the fluid was prepared, water was pumped through the
Fann 35, the Bohlin rheometer is a controlled stress instrument/{AW 00p to check the system and collect the water flow data. The
which a shear stress is applied and the resultant shear ratdef fluid (ge) was then pumped through the loop, and when the
measured. It is equipped with three test cells—parallel platd@0op was completely filled with gel, it was switched to recircula-
cone and plate, and concentric cylinders. To measure rheologyligf mode. In order to reduce any heating or gel degradation due
high temperature, a closed cell called HR@gh Pressure Celis  to extensive shearing, the test sequence preferred was first through
used. The temperature is controlled by a circulating heating @t3/8 in. tubing system, followed by test through 1-1/2 in., and
bath and the cooling system. The HPC is also a concentric geofinally, through the 1 in. tubing. Differential pressures across
etry in which the torque from the motor is magnetically transsoiled tubing and straight sections were measured at various pump
ferred from an outer coupling to the inner rotdmob) inside the rates. At each pump rate, 2—3 min of steady flow was allowed to
HPC. The operation and data acquisition is controlled by a comellect quality data. In the beginning and at the end of each test
puter. In addition to steady shear viscosity measurement, it is ¢hrough each tubing size, fluid samples were taken from a sam-

pable of performing viscoelastic measurement. In this study, fluiling port in the flow loop and sent to the Bohlin rheometer and
samples were tested at several temperatures from 75 to 250°Fhe Fann viscometer for rheological measurements.

Flow Tests With Coiled and Straight Tubings Fluids Tested. Table 2 shows the test matrix and fluids tested.

Experimental Setup. The coiled tubing test facility consists of AMPng these fluids, Xanthan gum, guar gum, PHPA, and HEC are
several reels of coiled tubing. Table 1 shows the dimensions ¥flymeric solutions. The solutions tested in this study were linear
these coiled tubing reels. The coiled tubing strings of the thr&&lS, though they are sometimes crosslinked to increase viscosity
diameters—1, 1-1/2, and 2-3/8 in., were spooled onto seven re#] certain field applications. They are the most commonly used
drums of diameters of 48, 72, and 111 in. which results in curvater soluble polymers for well drilling, completion, and stimu-
ture ratio @/R, wherea andR are the radii of the tubing and the lation [6—8].
reel drum values of 0.0113, 0.0165, 0.0169, and 0.0185. For Xanthan gum is a biopolymer and is produced by the bacterial
comparison purposes, two 30-foot straight tubing sections wesFmentation of microorganism Xanthamonas Campe§®;$Q.
installed upstream and downstream of the reels of each tubignthan gum solutions display exceptional shear thinning proper-
size. Two 30-foot annular sections, one concentric and the othis. Its major application in drilling fluids is as a suspending

Table 2 Test Matrix

200 ft Long
CT and 30 ft ST Straight Section$ST)
Fluids lin 1-1/2 in. 2-3/8 in. 1-1/2 in. 2-3/8 in.
Water X X X X X
10, 20, 40 I, /Mgal Xanthan Gum X X X
30, 40 Ih,/Mgal Xanthan Gum X X
20 Ih,,/Mgal Xanthant+1 lb,,/bbl Starch X X X
20 Ib,,/Mgal Xanthant3% vol. Rev Dust X X X
20, 30, 40 Ip,/Mgal Guar Gum X X X X X
20, 40 Ik,/Mgal PHPA X X X X X
20, 30, 40 I, /Mgal HEC X X X
8 Ib,,/bbl Bentoniter1 Ib,,/bbl MMH X X X
Oil-based Drilling Mud X
25, 351h,/Mgal Guar X X
25 and 35 Ik /Mgal Guart+Brady Sand X X
154 / Vol. 126, MARCH 2004 Transactions of the ASME
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Fig. 1 Viscosity Behavior of 401b ,/Mgal Xanthan

agent due to its high viscosity at low shear rate. It also has degemperatures. Among the four types of polymer fluids, Xanthan
able properties for completion and stimulation fluids. and PHPA are more pseudoplastic than guar and HEC. The latter
Guar gum is a natural polymer and is derived from the seedstwfo, both being natural polymers, show some similar shear-
the guar plant. Guar has been used in low solids muds andthénning behavior. Since primary interest of this study was flow
widely used in hydraulic fracturing. behavior at shear rates representative of flow in coiled tubing
Hydroxyethyl cellulose(HEC) is also a natural polymer. It is which are usually high, the rheology at low shear rabedow 0.1
made by chemically reacting cellulose with ethylene oxide. HEE 1) was not investigated. The upper shear rate was limited by the
can be used in drilling mud, but more commonly is used irheometer and viscometer. In the shear rate range investigated,
completion and workover fluids. Various grades of the polymemper Newtonian and lower Newtonian regions were not observed
are available. The HEC used in this study was a frac grade HEfGr the polymer solutions. Only the bentonite mud seemed to
Partially hydrolyzed polyacrylamidéPHPA) is a synthetic show a plateau at the last 2 or 3 shear réadmut 300—80078").
water-soluble polymer. The primary benefits of synthetic polyFherefore, for all these fluids, the viscosity behavior can be ap-
mers over natural polymers are increased temperature stability gmdximately described by power law model over certain shear rate
contamination resistance. PHPA muds have proven effective f@nges depending on the type of fluid, the temperature, and poly-
inhibiting troublesome shale formatioh%1]. mer concentration. It was found that as polymer concentration
Bentonite is a clay to increase the viscosity of water in drillinglecreases, the fluids became less viscous and less shear-thinning.
mud. This increase in viscosity enhances the ability of the drilling .
fluid to carry the rock cuttings to the surface. The clay particles Thermal Effect. Temperature has very different effects on the
also form a mud cake to reduce the filtration into the formatiofyiscosity of fluids. PHPA appears to be the most thermally stable
MMH (mixed metal hydroxideis used to increase the formationover the whole shear rate range. Xanthan gum viscosities at low
stability and starch in drilling mud is solely to reduce filtration. shear rate range are affected by the temperature more than at high
In order to study the effects of solids content on the rheologshear rate. Guar and HEC are somewhat similar—increased effect
and hydraulics of drilling mud, we tested and comparegf temperature in the range of higher shear rate. The unique fea-
20 Ib,,/Mgal clean Xanthan gum with 20/Mgal Xanthan gum  tyre of Xanthan gum is that at different temperatures, the shear-

with 3% vol. Rev Dust®. Rev Dust® is a calcium montmorillo-ihinning behavior can be described reasonably well by the power
nite clay used as a standard solids to simulate the drilling soli Sw model over the shear rate range investigated

. Since coil_ed tubing fra_cturing has been successfu_lly used in ¢ ®The effect of temperature on the viscosity of bentonite mud is
oil and gas industry, we investigated the flow behavior of fractur:

ing slurries in coiled tubing by using 25 and 35 iMgal guar El@fferent from tha}t of polymer'solutiops. Ir]steaq of thermal thin-
with Brady sand at various sand concentrations. ning, the bentonite mud has increasing viscosity as the tempera-
Finally, an oil-based driling mud was tested with 2-3/8 inture increases. The behavior is more obvious in the range of low
coiled and straight tubing. The oil mud is essentially a water-in-gdhear rate. This is because bentonite mud is a clay suspension and
emulsion of about 85% oil and 15% water plus other additives. thiere are four particle association mechanisms that can control the
was prepared at Baroid Drilling Fluids and shipped to the tesiscosity of clay suspension: aggregation, dispersion, flocculation,

facility for testing. and deflocculation. For the present case, increasing temperature
may have enhanced dispersion or flocculation or both mechanisms
Results and Discussion so that the effective viscosity of the clay mud was increased. The

practical implication is that high pump pressures would be needed

Viscosity Behavior. As examples, Figs. 1 and 2 show theq start circulation if the mud were left at the bottom of the hole
viscosity behavior of 40 lp/Mgal Xanthan and PHPA measured,y heated for sometime. Figure 3 compares the viscosity behav-

at various temperatures using the Bohlin rheometer. ior of the four polymer fluids at polymer concentration of

Shear Effect. In the range of shear rate investigated, all thd0 Ib,,/Mgal and at 75°F. The viscosity of bentonite mud was also
fluids exhibit various degrees of shear-thinning effect at differeptotted for comparison. Of course, the application of these fluids
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Fig. 2 Viscosity Behavior of 401b ,,/Mgal PHPA

would not only depend on viscosity behavior but also on their cosdtio of the friction factor in straight rough pipesuch as Chen
and other considerations such as formation damage, fluid loss ci¥] correlation) to that in straight smooth pipe, then, as shown in
trol, etc. Fig. 4, much closer agreement is obtained.

. _ . . . Friction Factor vs. Generalized Reynolds Number in Coiled
Hydraulic Behavior in Coiled and Straight Tubings Tubing. Figure 5 shows the plot of friction factor vs. generalized
Water Test. For any coiled tubing size, water test was alwayReynolds number of 25 JiyMgal guar gum in 2-3/8 in. straight

conducted first to establish the baseline for comparison with othend coiled tubings. This plot is typical of the polymeric fluids in

test fluids. Water tests were also required for system calibrationiled tubing. It is observed that the friction factor in coiled tubing
check. Figure 4 shows the result of water test in 2-3/8 in. coiléd higher than in straight tubing. This is believed to be due to the
tubing reel. Friction factor correlations of 1fd2] and Srinivasan secondary flow caused by the curvature of the coiled tubing. For
et al.[13] for turbulent flow of Newtonian fluid in curved pipes flow in straight tubing, the friction factor is above but close to the
were compared with the water data. Virk’s asymptote for maximum drag reducti¢5].

It was found that Itd12] and Srinivasan et aJ13] correlations The friction factor in coiled tubing is significantly higher than
gave close results and both underestimated the water data. Nb& Virk's asymptote and did not approach it. The correlation by
that both correlations were developed from experimental data &inivasan et al.13] for Newtonian fluid is also plotted in Fig. 5.
ing smooth curved pipes. If the friction factor estimated by Srinit can be seen that the friction factor for coiled tubing is signifi-
vasan et al[13] correlation is adjusted by a factor equal to theantly lower than the Srinivasan et fL3] correlation, indicating

100000
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Fig. 3 Comparison of Viscosity Behavior of Fluids Tested at 75°F
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that there is also drag reduction in coiled tubing. Therefore, wiew and the Virk's maximum drag reduction asymptpié| are
will try to understand the friction behavior of polymer fluids byalso plotted. Actually, the corresponding lines for coiled tubing
observing their drag reduction performance. should have been used. But unfortunately, such equations are not

Drag Reduction in Coiled and Straight TubingFigures 6 and Y®! .avallablle apd will be pursued n f““!”* StUd.y' .
7 ShO\?V the drag reduction behavior o%‘ guar gu?ﬂ % coiled tubing Figure 6 indicates that for 2-3/8 in. coiled tubing, the guar fluid
(CT) by plotting the friction factor data on the Prandtl-Karma hibits negative drag reducti@gmore frlctlon than Waterat_ low
coordinates. The Reynolds number used in the plots are based!8i rates. Beyond the onset of drag reduction, the data lines seem
the solvent(i.e., watey viscosity. The zero drag reduction line ort0 change slopes slightly. - _ N
baseline for coiled tubing is from the Srinivasan et al. correlation The polymer concentration affects the vertical position of the
[13] instead of the Prandtl-Karman correlation for straight tubingata lines. Higher polymer concentrations lowered the data lines.
as given below: Figures 6 and 7 indicate that as the tubing diameter decreases,
_ " more data points fall above the baseline. For 1 in. tubing, all data
1Nf=4.0 logioNResf ™~ 0.4 @) points show drag reduction. These data points fall more or less on
Note that the ordinate is the reciprocal of the square root of fristraight lines.
tion factor, i.e.,f(-¥2. Therefore, data points above the zero drag Figure 8 shows the behavior of guar fluids in 2-3/8 in. straight
reduction line represent positive drag reduction while the databing (ST). The data were obtained from the 200-foot tubing
points below the baseline represent drag increase or negative dsagtions. It is found that the slopes of the data lines for straight
reduction. The intersection of the baseline with the data line reppbings are greater than those in coiled tubing. This should be
resent the onset of drag reduction. The Poiseuille’s law for laminanderstandable since for a given Reynolds number, the friction
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Fig. 5 Friction Behavior of 251b ,/Mgal Guar Gum in 2-3 /8 in. Straight and Coiled Tubings
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Fig. 6 Drag Reduction Behavior of Guar Gum in 2-3 /8 in. Coiled Tubing

factor in straight tubing is less than in coiled tubing, and thereforeffects of tubing diameter, polymer concentration, Reynolds num-

the abscissaNg.<f?) will be smaller and the ordinatgf("¥?] ber, and the tubing curvaturestraight vs. coiledl on the drag

will be larger. reduction behavior of the polymer solution in straight tubing and
Figure 8 indicates that for 20JMgal guar gum, the data coiled tubing.

points are in_line with the zero reduction line befor_e the onset of The drag reduction behavior in all three tubing sizes was exam-

drag reduction. At higher polymer concentratio0 and jned and it appears that the smaller tubing results in greater drag

40 Ib,/Maygl), there are a number of points below the baseling, j,ction for both straight and coiled tubings. For each tubing

Beyond the onset of the drag reduction, the slopes of the data I'%?fe, the polymer concentration has more significant effect on the

seem to increase with the polymer concentration. ag reduction in straight tubing than in the coiled tubing. For
To further examine the drag reduction behavior in coiled tubin g X 9 g thal 9. ol
raight tubing, as the concentration increases, the drag reduction

and straight tubing, we plotted the drag reduction versus gene ) . o
ized Reynolds number, as in Fig. 9 for 1-1/2 in. tubing. Here, tHdSC increases for the polymer concentration and flow conditions

drag reductionpR, is defined in a customary fashion, i.e., tested. l_:or_ (_:oiled tubing, the effect of polymer concentration is
not as significant.
DR=(1-f,/f)x100 @ The drag reduction in straight tubing is much higher than in

wheref,, is the friction factor for polymer solutiorf refers to the  coiled tubing for the three polymer concentrations. At low Rey-
friction factor of the solvent, and both are evaluated at the samelds numbers, drag reduction in coiled tubing is much smaller
pump rate. These plots provide another way of understanding thean in straight tubing. As Reynolds number increases, the differ-

41
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Fig. 7 Drag Reduction Behavior of Guar Gum in 1 in. Coiled Tubing
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ence in drag reduction between straight and coiled tubings H&2]'s correlation, Nec=20000(a/R}* the corresponding criti-
comes smaller. But, even at the highest Reynolds number invegél Reynolds numbers are 5579 and 5419 for curvature ratios of
gated, the difference iDR is still about 15%. 0.0185 and 0.0169 respectively. Therefore, even for Newtonian

Onset of Drag Reduction and Flow Regime Transitiom fluid, the critical Reynolds number in coiled tubing is higher than

Figs. 6—8, the intersections of the data lines or their extrapolati(3]5%5"‘3“9ht tubing. This is because the turbulence is suppressed and
with the Newtonian lindi.e., the zero-drag reduction line defined?€layed in curved pipdd.6,17. The larger the curvature ratio, the

by the Srinivasan et aJ13] correlation can be taken as the rep_g(eater_ t_he Reynolds number required to malnyaln turbulence.
resentative onsets of drag reduction, since beyond the “onsetiCce it is widely accepted that the drag reduction of polymer
conditions, the friction pressure of polymer solutions becomé®lutions in pipe is associated with turbulent flow, it, therefore,
lower than that of the Newtonian solvefutater in this case The May be assumed that the onset of drag reduction can be an ap-
generalized Reynolds number corresponding to the zero drag PEoXimate(or close indicator of onset of turbulence. In this sense,
duction can also be read from plots such as the one shown in Ffge observed behavior of polymer solutions may imply a delayed
9. For example, the generalized Reynolds numbers thus obtait@ainar/turbulent transition for polymer solutions in coiled tubing
for guar fluids are approximately 7500 for 2-3/8 in. coiled tubingjow.

(curvature ratie=0.0185 and 5500 for 1-1/2 in. coiled tubing It should be pointed out that drag reduction in coiled tubing is
(curvature ratie=0.0169, respectively. These values can be comrot well understood. Drag reduction in coiled tubing may not
pared with the critical Reynolds number for laminar/turbulemecessarily occur only in turbulent flow. One styd] claimed
transition for Newtonian fluid in coiled tubing. According to Itothat drag reduction could occur in laminar flow since the drag
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Fig. 10 Effect of Solids on Friction Losses of 35Ib  ,/Mgal Guar Gum in 2-3 /8 in. Coiled Tubing [19]

reducing fluids reduced the secondary flow. It should also Iewtonian fluidg in coiled tubing are significantly higher than in
pointed out that the transition from laminar to turbulent in coiledtraight tubing. This is because of the secondary flow caused by
tubing is very gradual, especially for concentrated polymehe centrifugal forces in curved pipes.
solutions. 4. The polymeric fluids investigated are typically drag-
reducing fluids. Their drag reduction behavior in both straight and
oiled tubings has been examined by plotting the friction data on
Prandtl-Karman coordinates. On these plots, the slopes of the
a lines for coiled tubing are smaller than those for straight
ing. The drag reduction also depends on the type of polymer,
e tubing diameter, and the polymer concentration.

Effect of Solids on Friction Factor in Coiled TubingRe-
cently, coiled tubing fracturing has been successfully used in t
oil and gas industry. Therefore, experiments were conducted(}gt
investigate the friction behavior of hydraulic fracturing slurries iq
coiled tubing. Figure 10 shows the friction pressure gradients
35 I_bm/MgaI guar slurries in coiled t_ubing. The sand concentr_ati_on 5. Experimental results showed that the drag reductR)(in
varied f.“’”? 1.'9 Ppg to 11.'2 ppg. Figure 1.0 ShOW.S that the frlCt'o&)iled tubing is lower than in straight tubing. This difference is
of slurries is increased significantly with increasing sand concefy,

' z . . ore pronounced at low values of generalized Reynolds number.
tration. An empirical correlatiofil 9] was developed to predict the 5 e piots of drag reduction vs. generalized Reynolds number
friction pressure of slurries as a function of sand concentratig '

> . . atqhe drag reduction in straight tubing increased with polymer con-
from the friction pressure of sand-free fracturing fluid. Considegeyation for the same value of generalized Reynolds number,
ing that well drilling muds often contain solids from entraine

. h . hereas the DR in coiled tubing is less sensitive to the polymer
cuttings in the muds, experiments were also performed on t

o X I . ; Gncentration in the range of flow conditions investigated.
effect of drilling solids. As indicated in the test matrix, 3% Rev 9 9
Dust was used to simulate the drilling cuttings. The experiments
showed that the solids content has significant effect on the fricti¢kcknowledgments

pressure in coiled tubing. The authors wish to thank the members of the Coiled Tubing
) Consortium(CTC) for their continued support for the CTC project
Summary and Conclusions and the research team at the Well Construction Technology Center

. . . . . ....of the University of Oklahoma for their assistance during this
1. The drilling, completion, and stimulation fluids tested in thisegearch.

study exhibit shear-thinning and drag-reducing non-Newtonian
behavior. The high viscosity at low shear rates is beneficial f?\r|
carrying cuttings through the annulus during drilling, suspending
solids when circulation is stopped, and transporting proppants in a = radius of tubing
the hydraulically induced fractures in the well stimulation. The CT = coiled tubing
low viscosity at high shear rates, on the other hand, helps to re-DR = drag reduction, Eq(2)
duce the friction pressure losses when the fluids are pumped f = Fanning friction factor
through the tubing or drill pipe. f, = Fanning friction factor of polymer solution
2. The effect of temperature on the viscosity behavior has been fg = Fanning friction factor of solvent
studied using a Bohlin rheometer. It was found that the thermaHEC = hydroxyethyl cellulose
stability of fluids varies from polymer to polymer and depends Ib,, = pound mass
also on the polymer concentration and shear rate range. PHRAgal = thousand gallons
appeared to be the most stable. The thermal effect of XanthanNBMH = mixed metal hydroxide
more significant at low shear rates than at high shear rates, whilNg. . = critical Reynolds number
HEC and guar gum showed temperature effect over a wide rangdg., = generalized Reynolds number
of shear rate. The bentonite mud, being a clay suspension, becar&g.s = Reynolds number based on solvent viscosity

omenclature

more viscous when the temperature was increased. PHPA = partially hydrolyzed polyacrylamide
3. The friction pressure losses of both waidewtonian fluid ppg = pound per gallon
and the drilling, completion, and stimulation fluidéon- R = radius of curvature of the coiled tubing reel
160 / Vol. 126, MARCH 2004 Transactions of the ASME
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s ! = reciprocal second

ST = straight tubing

S| Metric Conversion Factors

bblx1.589 E-01= m®
cPx1.000° E-03 = Pas
ftxX3.048 E-01 = m
°F (°F-32/1.8 = °C
galx3.785412 E-03= m®
in.X2.54 E-02 = m
Ib,x 4.5359924 E-01= kg
Mgalx3.785412 B-00 = m®
psix6.894 E+00 = kPa
ppgx1.198282 B-02 = kg/m®

*Conversion factor is exact.
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Rheology of Dilute Polymer
Solutions and Engine Lubricants
<o b in High Deformation Rate
s.cosy | EXtensional Flows Produced by
r.rwitiams* | Bubble Gollapse

R. L. Williams

We report a study of liquid jets formed by the collapse of bubbles under cavitation-

Center for Complex Fluids Processing, generated pressure waves. Such jets involve an extensional flow which is characterized by
School of Engineering, high rates of extension, the latter being relevant to considerations of the flow of oils
University of Wales Swansea, within dynamically loaded journal bearings. The technique reported here is found to be
Singleton Park, sensitive to the influence of extremely small concentrations of high molecular weight
Swansea SA2 8PP UK polymeric additive (xanthan gum). Commercial multigrade oils are also found to exhibit

significantly larger resistance to extensional flow than their Newtonian counterparts and,
insofar as the multigrade oils studied here are made viscoelastic by polymer additives,
and possess significant levels of resistance to extension, the results provide evidence in
support of a mitigating effect of viscoelasticity on cavitation, as mooted by Berker et al.
[3]. [DOI: 10.1115/1.1667889

1 Introduction experiments involving extensional flow. Whereas for Newtonian
The addition to polvmers to lubricants. to produce viscoelas %iquids the extensional viscosityye, equals three times the shear
. ) o poly op . o Rgscosity, 7, for dilute polymer solutionsyz can exceedye by as
multigrade’ oils, is reported to lead to reduced engine friction and 1 as a factor of 10{13,14

bearing wear[1] but the relaxation times of such oil&ca. L . Sk . . . _
10 ® seconds) are usually considered to be too low to permit ai Thus it |hs extensmnarl‘_flﬁw and |ts_dpos§|blﬁ role in cavnatlor;)
measurable influence of viscoelasticity on journal-bearing char -[n%%i spi sercli(i)f?;(regri \?; O:‘(f:l p\?l:vig?jr;s;tﬁgiglstme tﬁirsesae[r;taplag er but
teristics[2]. One possible explanation mooted by Binding et aaﬁh .

[2]is that vi lasticit h “ext v effect on th hsofar as we are concerned with the role of viscoelasticity in
IS that viscoelasticity may have an “extravagant' eltect on g, qianceg of liquid jet formation by bubble collapse under a pres-
cavitation properties of the oils. Similarly, Berker et 8] have

" . 1 e ure wave. Liquid jets formed under such circumstances are
mooted that the role of polymer additives in reducing Journi q J

beari b iated with PR f , widely implicated in cavitation damadé6-18 and we have es-
earing wear may be associated with some "mitigating eftects” Qb jished that the evolution of such jets can involve a significant

component of extensidri9]. Herein we seek to establish whether
&he extensional viscosity characteristics of multigrade oils could

unclear. It is important to note that, whereas gas-filled bubblgs, e 5 significantpossibly extravaganinfluence on a cavitation
expand by diffusion from the liquidor by pressure reduction, or damage-related mechanism.

temperature risein the case of predominantly vaporous bubbles a

reduction of pressure may cause an “explosive” vaporization of

the liquid into the bubble. Such bubbles may grow several tim@& Experimental
larger than their initial size prior to their eventual collapse, the
latter being associated with the productior_1 of extreme intracavi Péngth 100 cm., internal diameter 2.1 groontaining liquid(see
temperatures anc! pressures. Th_e_behaw_or Of. such bubbles @0 1. Two Kistler 603B pressure transducers are flush-mounted
provides the relatively violent activity required in processes Sugh'o chanically isolated mountings in the tube sidewall, their out-

as industrial ultrasonic cleaning but which, in some Circu”buts being fedd a 1 MHz/12-bit Microlink 4,000 transient re-
stances, leads to instances of cavitation danfdfyét should also corder. The 603B has a 200 bar dynamic raﬁge a risetimelof

be noted that cavitation can have a stabilising., beneficial ﬁfmand a natural frequency in excess of 400 kHz. The tube is

viscoelasticity on cavitation.

The apparatus involves a vertical cylindrical polycarbonate tube

influence on journal dynamics whereas its absence can often leafleq downwards over a distance of a few centimeters against
to bearing failurg5—8J. It is necessary, therefore, to consider th nsioned rubber supports and released. Following the tube’s sud-
role of polymer additives on specific cavitatislamagemecha- gen arrest by a buffer, the liquid continues its upward motion
nisms, the principal contributors to which are the high amplituq%ereby generating a tension pul§ég. 2a) whose amplitudef; ,
pressure waves and high speed liquid jets arising from the dynayaried by varying the tube’s impact velocity. Whepexceeds
ics of cavitation bubble9,10]. , o the liquid's effective tensile strength, cavitation occurs near the
Although numerous studies have failed to identify any ‘extravasase of the liquid columii20], and the subsequent collapse and
gant effects of polymeric additives on cavitation bubble dynamiGghound of cavitation bubbles results in the development of a
[11,12, it is noteworthy that such effectse readily identified in  ressure wavéFig. 2b), the amplitudesca. 150 baj and rise-
times(ca. 3 us) of which are consistent with those of cavitation-
*Corresponding author. induced pressurd®]. The subsequent pulsé€Big. 2c—€) are as-
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Siginer. In the present experiments, a syringe at the base of the liquid
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Fig. 1 Apparatus and ancillary recording equipment including
high-speed camera and pressure recording system

Fig. 2 (a) Cyclic pressure-tension record accompanying cavitation showing initial tension pulse and

pulse
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Fig. 3 Formation of liquid jet. Four

(nonconsecutive ) images
from a sequence recorded at 2,000 f.p.s in which the tube’s

vertical axis appears horizontally. The liquid (a commercial
10W40 multigrade engine oil ) is located to the left of the liquid-
air interface which appears as the dark vertical band.

column was used to admit a metered quantity of air into the liquid,
thereby forming a bubble whose size was chosen such that, having
risen through the liquid, it rested immediately beneath the free
surface of the liquid column, on the optical axis of a Kodak
HS4540 high-speed video system capable of recording at up to
40,000 frames per secoriflp.s). lllumination was provided by a
pair of Xenon flash lamps. The output of one of the pressure
transducers was fed to an electronic comparator which supplied a
trigger voltagewidth ~6 ws) at a specified level of pressure: this,

in turn, triggered the data recorder, illumination and cameras.

We may summarize the idea exploited in the present work as
follows. A pressure wave generated by cavitation at the base of the
liquid column propagates upwards and drives the collapse of a gas
bubble which is positioned immediately beneath the free surface.
This collapse produces a liquid jet, the evolution of which is the
focus of the present study.

3 Results

3.1 Formation and Development of the Jets. The process
by which the liquid jet forms is illustrated in Fig. 3 in which four
(non-consecutiveimages from a sequence recorded at 2,000 f.p.s
are shown. In this sequence, the tube’s vertical axis appears hori-
zontally as the camera axis has been rotated through 90 deg, and
the liquid (a commercial 10W40 multigrade engine)ad located

b

0 0048

Time

0920 2078 9o 9.038 0840

/s

(b) high-amplitude pressure
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to the left of the liquid-air interface which appears as the dai’
vertical band. The jet length,, in the fourth frame is 2 cm. The
first frame shows the gas bubble at its maximum diameter, 0.5 1 gy
prior to the pressure wave'’s arrival. The second frame captures
final instant of collapse. In the third frame the velocity of the je_
(with reference to its tipis ca. 7 ms *. The correspondence of the= sooo -
pressure wave's arrival at the bubble and the ensuing collapse \é s
verified by comparison of the video sequences and the press§
records[21]. 8 4000

In previous work measurements of the total jet volume as @ 3000 -
function of time were used to confirm whether the jet volume
remains constaritl9], measurements of the jet’s profile from the
high speed video images being used to locate the boundaries 1000
constant-volume sections in order to calculate local values of t
extensional straing, defined as

T

9000 —@-— Newtonian

<A+ Sppm

7000 -

000 -

2000

0F

T N VU RN RS R R N R

07 08

0.1 062 03 04 05

L
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Time /ms

L(t)—L(0)
L(0)

e=

@

Fig. 4 Extension rate as a function of time for Newtonian
whereL (0) is the initial (referencg length of the jet. The exten- glycerol /water mixture and 5wppm solution of xanthan gum
sional strain rateg, experienced by the liquid is defined as

dL 1

pm oo size, these bubbles being caused to collapse under incident pres-
dt L(t)

sure waves of approximately the same amplitu@ies 150 bay

and rise times.

wheredL/dt is the velocity of extensiofwith reference to the tip  For the sake of clarity Figs. 4 and 5 show results for the New-
of the jed andL (t) is the instantaneous value of the length. Analytonian mixture and those obtained for the lowest concentration of
sis of video sequences recorded in all experiments confirmed thadlymer (5 wppm only. The rates of extensiain experienced by

in each case, the liquid experiences a uniaxial extensional flane jets are large, being within the ranga. 1,000 s'<¢

(or, more properly, a flow with a significant extensiowaimpo- <9,000 s* while it may be seen that the Newtonian jets experi-

nend. It is emphasized that, as in the case of the pressure-drivgice a significantly lower deceleration throughout their evolution,

contraction flow technique described by Binding et[@], the the largest difference in deceleration corresponding to the highest
technique reported herein is intended to provide a convenig@kes of fluid extension.

measure of resistance in a flow dominated by extension. Such a . . . )

limitation is placed orall extensional rheometers for mobile lig- 3.3 Experiments Involving Multigrade Oils. The results

uids, such as those studied h¢2e,23. of further experiments on commercial multigrade oils are now
described. The experiments involved two different types of
15W40 and 10W40 multigrade oils, these being formulated for

3.2 Experiments on Dilute Aqueous Polymer Solutions. use in petrol- and diesel-powered engines. Samples of a 5W30 oil
The polymer chosen for these experiments was a xanthan gton use in petrol engines were also tested, along with Newtonian
(Keltrol F), as used by Cheny and Waltdi4] in their study of oil counterparts of each multigrade samf(ile., oils without poly-
the role of fluid elasticity in the development of liquid jets. Inmer additives but having the same shear viscosity as the multi-
their work, the addition of small amounts of polymer to a Newgrade oil3.
tonian solvent was found to lead to a substantial reduction in theFigures 6 and 7 show the elongation rates and jet deceleration
length of the ascending vertical jet formed when a sphere rigspectively, for the 15W40 oils. Figures 8 and 9 show the corre-
dropped into a reservoir of liquid. The reduction in jet length wasponding data obtained in experiments on samples of the 5W30
tentatively ascribed to the role of extensional viscosity but Chemyjl and its Newtonian counterpart. Figures 10 and 11 show the
and Walterd24] did not calculate the rates of deformation expeeorresponding data obtained in experiments on samples of the
rienced by the fluid, or estimate the levels of extensional viscosity
exhibited by the fluids. In the present work, small quantities of
xanthan gun{up to 50 ppm by weightwere added to mixtures of
glycerol and water, the shear viscosity of the liquids being me
sured using an ARES controlled-strain rheomef@heometric
Sci., USA fitted with a cone-and-plate geometry. All experiment
reported herein were conducted within a temperature controll
environment at 23°G*+1°C).

Figure 4 shows the elongation rai@s reciprocal seconds; %)
obtained by analyzing the results of experiments on a Newtonig
glycerol/water mixture and solutions of xanthan gum of the sang
shear viscosity as the Newtonian samgle order that any

)

500 -

400 1~

nin'g'

Decel

200

changes in flow characteristics could be assigned to the viscoel
ticity of the polymer solutions Figure 5 shows the values of jet
deceleratior{expressed i) obtained, these being average value
which were calculated with respect to the velocity of the tip of th
jets. The estimated uncertainty in the determination of the jet v
locity was =5%. The data in each figure represent the mean r
sults of ten consecutive experiments, the height of the error b

100

indicating the standard deviation about the mean. It is important to
note that the results presented in these figures were producedii) 5 Jet deceleration as a function of time for Newtonian
experiments involving approximately the same initial gas bubbigycerol /water mixture and Swppm solution of xanthan gum
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Fig. 6 Extension rate as a function of time for Newtonian and 15W40 multigrade oils

10W40 oils (for petrol and diesel engingsind their Newtonian brication. Firstly, the technique produces high rates of extension,
fluid counterpart. The rates of extension experienced by the jétsin a range relevant to discussions of the lubrication of engine
formed from 15W40 oils and their Newtonian counterpart |i‘bearings, some 500 $< &< 5,000 s * [14]. Secondly, the results
within the range 5005'<£<4,000 s *, the Newtonian jets ex- are pertinent to discussions of processes which subject a fluid to
periencing a significantly lower deceleration throughout their ev@uch high extension rates for a brief time: the typical transit time
lution. The largest difference in deceleration corresponds to tean oil within contacts ia. 1 millisecond[25], commensurate
highest rates of fluid extension, indicating a very substantial resi{gith the fluid's “residence time” of 1—2 milliseconds in the
tance to fluid extension. Similar results are evident in the resugasent experiments.
for the 5W30 oil and its Newtonian counterpart; and for both the
10W40 oils and their Newtonian counterpart. 3.3 Estimates of Extensional Viscosity Levels.We next
Two features of the results obtained in the present experimentssider the forces associated with the extension of the jets in the
on multigrade oils are particularly relevant to journal bearing lysresent experiments. Given that uniaxial extension is equivalent to
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N --V-- 15W40 diesel
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v
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Fig. 7 Jet deceleration as a function of time for Newtonian and 15W40 multigrade oils
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Fig. 8 Extension rate as a function of time for Newtonian and
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Fig. 11 Jet deceleration as a function of time for Newtonian oil
and 10W40 multigrade oils

the longitudinal stretching of a homogeneous cylindrical liquiwhereA is the cross-sectional area of the liquid cylinder. An ap-
element subjected to a tensile for€s;, then the tensile stress in propriate measure of the liquidiginiaxia) extensional viscosity,

the liquid, o, is given by,

Fr
TR
400
5W30 ptrol
parral
300 + -,
= Ao
& A
® 200
o L
© A
8 Xy ‘A
0O, A
100 - Q
e} o0 e
o L L . ) . ——
0.0 0.2 0.4 0.6 0.8 10 12 14 16
Time /ms

Fig. 9 Jet deceleration as a function of time for Newtonian and
5W30 multigrade oil
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Fig. 10 Extension rate as a function of time for Newtonian oil
and 10W40 multigrade oils
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=

MEe &
The average value of the tensile stresg, developed in the jet
deceleration phase may be estimated using the analysis proposed
by Brown and Williamg 26]. This involves estimating the tensile
force from a knowledge of the mass of liquid which replaces the
annihilated volume of the gas bubkleased on its maximum di-
ameter prior to collapgeand the subsequent deceleration of this
mass of liquid(which forms the jetduring the jet's extensionln
view of the large values of deceleration involved in the evolution
of the jets the role of gravity is discountedrom a knowledge of
the jet's diameter, this force provides an estimate of the average
tensile stressgg, sustained by the liquid during its residence
within the extensional flow, the latter being characterized by an
average value of the rate of extensién,The value of analysing
extensional flow experiments on mobile fluids using such an av-
eraged approach is well establisH@2]. In essence, as in previ-
ous related studig)®,23], we seek a measure of extensional vis-
cosity levels To do so, we first consider a steady simple shear
flow with velocity components, referred to as fixed rectangular
Cartesian coordinates, given by

i1=XXz Up;=u3=0 )

where y is the constant shear rate.gfy is the stress tensor, the
relevant stress distribution for incompressible elastic liquids can
be written in the form

Po=X7(X) P11—P2=vi(X) Pa—Pss=vax) (4)

Where 7 is the apparentor sheay viscosity andv; andv, are the
first and second normal-stress differences, respectively. We next
consider auniaxial extension flow given by
. £Xy £X3
v1=¢€Xq 1/2:*7 1/3:*7 (5a)

wheree is the constant strain rate. The associated stress distribu-
tion for an elastic liquid can be written in the form

pik: 0, | * k
P11~ P22= P11~ P3z= & 7e(€) (5b)

where 7¢ is the uniaxial extensional viscosity.
We argue that although a knowledge of the extensional viscos-
ity of elastic liquids may be useful in its own right, it is helpful in
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the present study to make a comparison between the extensic

viscosity and the corresponding shear viscosity. Since these ' 10 /A 50ppm
pend on the strain rate and shear ratg, respectively, the result- o - A A/
ing Trouton ratio,Tr, given by oL SN0 T o
/ \ A ’
. S T /
- 7e(e) ©) or v s -
") ©r £ P roida g0
. . Lo . . s0F o’
L — A
clearly depends oA and y and some ambiguity of interpretation i P Aa A s

results. We address this question by reference to the so-cal
Generalized Newtonian Flui@GNF) model, which characterizesa 30| A
non-Newtonianinelastic fluid. This has equations of state of the 2 |-
form [

Pik=—PSik+ Tix (7) or

Ti=27(1,)d; (8) o0 0z 04 os s 10 12 14
I I

Time /ms
where(for incompressible fluidsp is an arbitrary isotropic pres-

sure, T, is the ‘extra stress’ tensod;, is the rate-of-strain tensor Fig. 12 Calculated values of the Trouton ratio for a Newtonian

andl, is the second invariant af, , which we choose to write in glycerol /water mixture and solutions of xanthan gum. The bro-
the form ken line indicates a Trouton ratio of 3.

I ,=(2d; i) 2 (9) Figure 13 shows the calculated valuesTgffor the 15W40 oils
. ) . and their Newtonian counterpart. The multigrade 15W40 (ds
so that in a steady simple shear flow like that represente®by petrol and diesel engingslearly exhibit substantially greater re-
we have sistance to extension, the valuesTqf being typically an order-
L=k (10) of-magnitude greater than those of their Newtonian counterpart.
For the uniaxial extensional flow given k§$b), we find that F
160 v
l,=¢V3 (11) ol
and the relevant normal stress differences for the GNF model 20 i K
such a flow are

v
R v A v e
100 - v s

.
7 15W40 diesel
)

P11~ P22= P11~ P33=37(V3e)e (12) v
— . . . . . F o8- v - A 15W40 petrol
From the definition of the extensional viscosiy given in(4) we - 7~ S Y A
A A& ES
have o0 s
ne=37(V3e) (13) or
and calculate the Trouton ratio according to ar ./O—Q—H—o—%/./‘\.mwtonian ol
e Tr=3
(8) ] L i L L L 1 Il I il L 1 i Il L L
TR: 7??/3 . ) (14) 0.0 02 04 0.6 08 1.0 1.2 14 16
n &

Time /ms

A value of 3 is obtained for all values éfif the fluid is inelasti¢
departures from this value being associated with the influence ; ; S
visgoelasticity. This definition oTi provides an indication of the g"%gﬂtdoahfgtizl%\'fw; nian counterpart. The broken line indicates
scale of viscoelastic influence on the extensional flow character- '
istics. r
Based on these ideas, the foregoing analysis of the experime 300
(in terms of averagevalues ofe¢ and o) was applied to the & 330 petol
results of the jet experiments in order to provide estimateBzof 250 - T A A
The results are summarized in Figs. 12—-15. Boip ‘ﬁ%’a .

Figure 12 shows the calculated values of the Trouton ratio for ,,, | A
Newtonian glycerol/water mixture and solutions of xanthan gun | A
The broken line indicates a Trouton ratio of 3. The valug gfor . |
the Newtonian oil is somewhat higher than the expected v@ue |
for a steadyuniaxial elongational flow butwithin the uncertainty | &
of the data indicated by the error baes would be expected g
is sensibly independent of the residence time of the fluid withi
the jet and hence of the accumulated level of total extensior
strain, e. In view of the difficulty of extensional flow measure-
ments on mobile fluids, the values @% reported here for the
Newtonian fluid provide encouraging agreement with the theore T o2 oa s o 10 12 14 18
ical value[2,23]. The polymer solutions clearly show enhance:
levels of resistance to extension, a significant feature of the resuits
is the finding that the technique reveals the influence of the polyry. 14 Calculated values of the Trouton ratio for the 5W30 oil
mer additive on the flow characteristics at a concentration as lawd its Newtonian counterpart. The broken line indicates a
5 wppm. Trouton ratio of 3.

%’g. 13 Calculated values of the Trouton ratio for the 15W40

50 -

Newtonian oil

Time /ms
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140 - The finding that extensional strain rates between 1,00Gad
r 7 10W40 petral 5,000 s ! are produced in the present experiments is relevant to a
120 oy v B /A\j previous study of the flow of multigrade oils in an extensional
- A ‘_%,e’ A 1040 diesel flow field [14]. Gupta et al[14] attempted to relate their results to
100 - , - v the performance of such fluids at engine operating conditions by
I o Ak estimating the rate of extension experienced by an oil within the
8o re main front bearing of a typical engine. Their results indicated that
e the fluid would experience a maximum rate of extensiorcaf
6o 2000 s! at an engine speed of 2,500 RPM but in practice, due to
I end leakage of fluid within the bearing, the actual value of the rate
or of extension would be somewhere between zero and this maxi-
| mum value. The range of deformation rates calculated by Gupta
or M”M - et al. [14] coincides broadly with that produced in the present
i S S et a3 work.
or ‘ [ ‘ ‘ ‘ ( A drawback of elongational viscometers which operate on a

‘flow through’ principle, such as that used by Gupta ef a4l] is

0.0 02 04 06 0.8 1.0 1.2 1.4 16 ! - By B 1 .
) that the deformation experienced by the liquid immediately prior
Time /ms . . ? .
to entering the extensionally dominated regirfiee precursor
Fig. 15 Calculated values of the Trouton ratio for the 10W40 flow) is a shearingflow [23]. The studies reported by Binding
oils and their Newtonian counterpart. The broken line indicates et al.[2] indicate that although the shear history of a multigrade
a Trouton ratio of 3. oil may have negligible influence on its shear viscosity, the oil's

extensional viscosity may be significantly reduced by shear. It is
interesting to speculate, therefore, on the possible significance of
. . . . ) the fact that bubble collapgevhich precedes the liquid jet's for-
Although the extensional viscosity appears to be increasing ag@tion in the present woyks itself associated with the generation
function of time, it should be noted that the extensional rate is §¥ 4 extensional flow fieldl11]. In the case of spherically sym-
fact decreasing throughout the experiment, and the interpretatiical bubble collapse this involves uniaxial extendibi, i.e.,
of the transient response of the liquid on the basis of a singlgs same as that experienced by fluid within the jets. In the case of
variable (i.e. strainrate) can be misleading. For both oils, the, jiqid jet formed by the collapse of a bubble near a rigid bound-
increase off g as a function of time corresponds principally to theyry "5 previous numerical study of the pathlines of particles of
increasing extensional strain accumulated by the fluid, in accgfgiq on the bubble’s surface has shown that nearly all such par-
dance with previous findings for polymer solutiora]. It IS in-ticles end up in the jefi28]. In such a case, the flow field associ-
teresting to note that the 15W40 oil formulated for use in dieselaq with the collapse of the bubble may be considered to repre-
powered engines appears significantly more elastic than &8¢ the precursor flow to the jet's production. The fact that the
counterpart for petrol engines. . oils were subjected to a significant degree of shearing prior to
The results presented in Fig. 14 for the 5W30 oil show that thi§iansion in the work of Gupta et 4l14] may therefore provide
fluid also has a far higher resistance to extension than its Newtfy explanation for the significantly lower valuesf (less than
ian counterpart. As in the previous cadg, is sensibly indepen- 50 reported by them for multigrade oils in the 5W30 and 10W40
dent of _the res@ence_tlme of the _fluu_j within the Jet, unllke th%ategories, although it is noteworthy that, as in the present work,
SW30 oil for whichTg increases with time despite the decline ifyejr vesylts indicated that the 5W30 oil is more elastic in exten-
rate of extension over this interval. The data for the 5W30 olion than its 10W40 counterpart.
suggest that the value dig for this oil and its Newtonian coun-  cheny and Walter§24] have reported studies of the role of
terpart would be indistinguishable for sufficiently low levels ofy,iq glasticity in the development of liquid jets, including those
strain. L . . formed from commercial multigrade oils. In their wofR4] the
The data presented in figure 15 feveé' that, like their 5W39 23 dition of small amounts of polyacrylamide to a Newtonian sol-
15W40 counterparts, the two 10W40 oils also show a far highgent \as found to lead to an order-of-magnitude reduction in the
resistance to extension than their Newtonian counterpart, with gth of the ascending vertical jet formed when a sphere is
results for the latter fluid again providing encouraging agreemegiionned into a reservoir of liquid. By analysing the evolution of
with the predicted value. Unlike the 15W40 oils, there is N0 Signe shape of jets formed from samples of a 10W40 multigrade oil
nificant difference apparent in the behavior of the different multly,ing their ascending and descending phases, Cheny and Walters
grade oils and neither show as marked a dependence on time %8 concluded that the deformation of the fluid involved substan-
the other oils. tial elongation, but they did not calculate the rates of deformation
experienced by the fluid, or estimate the levels of extensional
4 Discussion viscos_,ity e_xhibited by the flui_ds. While it is_clearly important to
bear in mind the different circumstances involved in the work
Our findings concerning the large deceleration experienced Bgscribed by Cheny and Waltdi24] and that reported herein, the
the multigrade oil jetgrelative to their Newtonian counterparts role played by elongation during the evolution of the jets in these
are relevant to their ability to damage a solid boundary insofar d#ferent experiments is noteworthiparticularly in the case of
this is dictated principally by the impact velocity achieved by theon-Newtonian fluids Given the rich diversity of fluid mechani-
jet. It follows that a mechanism which tends to ameliorate theal phenomena underlying the production of the jets in the present
value of jet velocity may be expected to reduce the tendency f@ork, this phenomenon clearly merits further study.
damage to occur. To this extent, the present findings could be
taken to support a mitigating effect of viscoelasticity on cavitatiog Summar
[3]. More properly, it supports a mitigating effect on a possibl y
cavitation damage related mechanism. The most significant out-The experimental technique used in this study provides a means
come of the present work is that it reveals that the rapidly decelf producing and recording liquid jets formed by bubble collapse
erating jets experience high deformation rate extension flow, apdder cavitation-generated pressure waves. The jets so formed
that multigrade oils exhibit a high extensional viscosity when sulfirom samples of commercial multigrade oils experience high rates
jected to such a flow, even for shadt—2 millisecond residence of extensiong, in the range 5008 <£<5,000 st The results
times within it. are pertinent to discussions of processes which subject a fluid to
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such high extension rates within a brigfillisecond transit time, whirl instability in a rotor bearing.” ASME J. Appl. Mech50, 877-890.

the latter conditions being representative of those experienced by Elz‘i’f,‘\’/l”écﬁ”lal”ggf‘gg’r' C. M., 1979, "Cavitation in Bearings.” Annu. Rev.

an oil \_Nlthm th(_a_dynamlcally loaded bear_mg of ar_‘ engm_e under[8] Cameron, A., Basic Lubrication Theory. Ellis Horwood, London, 1981.
operating conditions. Insofar as the multigrade oils studied hereg] Tomita, Y., and Shima, A., 1986, “Mechanisms of impulsive pressure genera-
are made viscoelastic by polymer additives, and evidently possess tion and damage pit formation by bubble collapse.” J. Fluid MetB9 535—
significant levels of resistance to extension, the results pro- 564

: ; : I : ; [10] Dear, J. P, and Field, J. E., 1988, “A study of the collapse of arrays of
vide clear evidence in support of a mitigating effect of viscoelas cavities.” J. Fluid Mech. 190, 409425,

ticity on_ a mooted cavitation damage mechanira., liquid jet [11] Ryskin, G., 1990, “Dynamics and sound emission of a spherical cavitation
productior). bubble in a dilute polymer solution.” J. Fluid Mecl218 239-263.
[12] Kim, C., 1994, “Collapse of spherical bubbles in Maxwell fluids.” J. Non-
Newtonian Fluid Mech.55, 37-58.
ACknOW|edgmentS [13] Jones, D. M., Walters, K., and Williams, P. R., 1987, “On the extensional

This work was conducted under EPSRC Grant GR/L62160. The  Viscosity of mobile polymer solutions.” Rheol. Acta, 20-30.

. - . -1 14] Gupta, R. K., Chan, R. C., and Deysarkar, A. K., 1990, “Flow of multigrade
authors are grateful to Dr. P.M. Williams for his assistance with motor oils in an extensional flow field.” J. RheoB4, 13731386

the construction of the apparatus. [15] Pearson, G., and Middleman, S., 1977, “Elongational flow behavior of vis-
coelastic liquids: Part 1. Modelling of bubble collapse.” AIChE 23, 714—
Nomenclature 721.
. . L [16] Plessett, M. S., and Prosperetti, A., 1977, “Bubble Dynamics and Cavitation.”
F. = tensile strengtlicavitation thresholdof liquid Annu. Rev. Fluid Mech.9, 145—185.
Tr = Trouton ratio [17] Brennen, C. E., 1995Cavitation and Bubble Dynamic©xford University
7 = shear viscosity Press, Oxford.

[18] Fruman, D. H., 1999, “Effects of non-Newtonian fluids on cavitation.” In:

7e = extensional viscosity Advances in the Flow and Rheology of Non-Newtonian Fjuiist A. Eds.

Fr = tens!le force Siginer DA, De Kee D and Chhabra RP. Elsevier

og = tensile stress [19] Barrow, M. S., Brown, S. W. J., and Williams, P. R., 2004, “Extensional flow
g = acceleration due to gravity of liquid jets formed by bubble collapse under cavitation-generated pressure
& = rate of extension waves.” Experiments in Fluidsin press.

[20] Williams, P. R., Williams, P. M., and Brown, S. W. J., 1997, “Pressure waves
arising from the oscillation of cavitation bubbles under dynamic stressing.” J.
Phys. D: Appl. Phys.30, 1197-1206.
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Dynamics of Electrorheological
Suspensions Subjected to
Spatially Nonuniform Electric
Fields

J. Kadaksham

P Singh A numerical method based on the distributed Lagrange multiplier method (DLM) is de-
’ veloped for the direct simulation of electrorheological (ER) liquids subjected to spatially
N Allbl'v nonuniform electric field. The flow inside particle boundaries is constrained to be rigid

body motion by the distributed Lagrange multiplier method and the electrostatic forces
acting on the particles are obtained using the point-dipole approximation. The numerical
scheme is verified by performing a convergence study which shows that the results are
independent of mesh and time step sizes. The dynamical behavior of ER suspensions
subjected to nonuniform electric field depends on the solids fraction, the ratio of the
domain size and particle radius, and four additional dimensionless parameters which
respectively determine the importance of inertia, viscous, electrostatic particle-particle
interaction and dielectrophoretic forces. For inertia less flows a parameter defined by the
ratio of the dielectrophoretic and viscous forces, determines the time duration in which
the particles collect near either the local maximums or local minimums of the electric
field magnitude, depending on the sign of the real part of the Clausius-Mossotti factor. In
a channel subjected to a given nonuniform electric field, when the applied pressure gra-
dient is smaller than a critical value, the flow assists in the collection of particles at the
electrodes, but when the pressure gradient is above this critical value the particles are
swept away by the floyDOI: 10.1115/1.1669401

Department of Mechanical Engineering,
New Jersey Institute of Technology,
University Heights,

Newark, NJ 07102

1 Introduction The DEP force arises because a dielectric sphere placed in a
spatially varying electric field becomes polarized and experiences

In this paper, we numerically study the dynamics of particlg net force:

separation in electrorheologicdER) suspensions subjected to
spatially nonuniform electric fields. The suspending fluid is as- Foep=4ma’sge BE-VE (1)
sumed to be Newtonian, and the particles spherical and monodis- . . . . o )
persed. Both the particles and the fluid are assumed to be nonc§Rére is the particle radiusg is the permittivity of the fluid,
ducting. £0=8.8542< 10 **F/m is the permittivity of free space arfdlis

It is well known that when an ER liquid is subjected to a spé—he electric field, is the real part of the complex frequency
tially uniform electric field the particles form chains and columngependent Clausius-Mossotti factosj(—e7)/ (e +2¢¢), ie.,
that align parallel to the electric field directigt]. The effective B(f)=Re((e} —&¢)/(e} +2¢¢)), ey, ande; being the com-
viscosity of the ER suspension increases dramatically because phex permittivities of the particles and the fluid, and =¢
length of these chains and columns is of the same order as the gajpr/f, whereo is the conductivitye is the permittivity and is
between the electrodes, and their distribution on the planes ptve angular frequency of the applied electric field. From this ex-
pendicular to the electric field direction is approximately uniformpression we notice that whef is positive the direction of the
In spatially varying electric fields, on the other hand, the particlgielectrophoretic force is along the gradient of the electric field
collect either near the local maximums or local minimums of theagnitude and whep is negative, the force acts in the opposite
electric field magnitude because of an electrostatic force, calléiection. In our simulations, we will assume that both fluid and
dielectrophoretic forcéDEP), which depends on the gradient ofSuspended particles are nonconductive or ideal dielectrics. Notice
the electric field, that acts on the particlgs3]. Since in a non- thatin this case the Clausius-Mossotti factor is real as the conduc-
uniform electric field no domain sized structures are formed, tii/ities of both mediums are zero. The equations used here are

change in the effective viscosity of the ER suspension is relativeh@we"er applicable even for lossy dielectrics, provided the fre-
small. quency of the applied AC electric field is sufficiently large such
thate>o/f.

In a spatially nonuniform electric field, the particles of ER lig- ol hat the directi f the diel horetic f
uids are subjected to the dielectrophoréfXP) force as well as .lt ollows that the _dlrectl_on of the d'? ectrophoretic force deter-
nes the regions in which the particles collect. For example,

the electrostatic particle-particle interaction force which acts evgﬂL

when the electric field is uniform. The electrostatic particIeW enpis positive, the dielectrophoretic force moves the particles

particle interactions, which lead to the formation of chains angt© the regions where the elecinic field strength is locally maxi-

columns, in the past have been referred to as mutual dielectfg*™ which is normally on the electrode surfaces, while whés

phoresig[3], as the electrostatic force on a particle arises due Féegatlve, it moves the particles into the regions where the electric

- o . 1eld strength is locally minimum. The dielectrophoretic force,
the nonuniform electric field produced by the other particles. therefore, makes the particle distribution less uniform and thus, as

Commibuted by the Fluids Endineering Division f biication in oA mentioned above, can have a dramatic impact on the particle scale
ontributed by the Fluids Engineering Division for publication in tlleJ@NAL ; :
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionsuSpenSIon structure. Such a force can also be used for removing

March 4, 2003; revised manuscript received October 6, 2003. Associate EditE@rtideS from a SUSPending "C!Uidv as well aslfor sepqrating par-
D. Siginer. ticles for which the sign of3 is different. For a given patrticle, the
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sign of B8 depends on the dielectric constant of the fluid, as well &g/drodynamic and electrostatic particle-particle interactions, as
the frequency of the applied AC field. Therefore, at least in prirwell as the influence of particles on the fluid, were neglected.
ciple, any two sets of particles with different dielectric constants The rest of the paper is organized as follows. In the next section
can be separated, provided a suitable fluid is used, such that Weepresent the governing equations and the dimensionless param-
sign of B for them is different. eters that are important in determining the rheological behavior of
Winslow [1] was the first to experimentally study the electhe ER fluids subjected to nonuniform electric fields. The numeri-
trorheological effects in suspensions of both nonconducting agél method is described in section 3 and the results are presented
semi-conducting particles in a media of low conductivity. He inin section 4, which show that the particle collection time in a
troduced the concept of “fibrillous” chain structure formation inflowing ER fluid subjected to a nonuniform electric field depends
the electrorheological fluid under the application of an electrien the ratio of the dielectrophoretic and viscous forces, as well as
field, a phenomenon that is responsible for the increase in visc#ie relative importance of the electrostatic particle-particle inter-
ity of the suspension. Since then several models have been ption and dielectrophoretic forces, and the hydrodynamic forces.
posed to explain the formation of fibrillated chain structure in ER
fluids. Some of the early models included the electric double layer
mode_l [4,5] and_ the water bridge mod@,?]. Both _these models 2 Governing Equations
explain the chain structure formation in an ER fluid by the amount i : ] ) o
of water present in the suspension. In this section, we describe the electrostatic forces that arise in
Marsha”’ Goodwin and ZukosH]B] performed experimenta| a nonuniform ele.CtnC f|e|d.due to the p0|arlza'[I0_n of partIC|es an.d
studies of ER fluids for a wide range of shear rates, field strengtpigte the governing equations for both the particles and the fluid.
and volume fractions and proposed a model for the dependencé—%ﬁ us denote the dom_aln _contalnm'g a Ne_wtoman fluid &hd
the suspension viscosity of the ER fluid on the Mason numbé@lid particles by(}, the interior of theith particle byP;(t), and
which is the ratio of the viscous force to the electrostatic particld2€ domain boundary by. The governing equations for the fluid-
particle interaction force acting on the particles. Zukoski et dparticle system are:
[9,10] performed elaborate experimental studies of ER fluids to

quantify their rheological properties. L (;—l: +u~Vu) =p,g—Vp+V-(29D) in O\P(t)

The polarization model, along with the point-dipole approxima- )
tion, has been widely used to explain many experimental phenom- V.u=0 in Q\W
ena observed in ER fluids. Specifically, theoretical and numerical
studies based on the polarization model have been used to study u=u. on T
idealized ER fluids containing spherical, monodispersed and non- . @)
conducting particles in a nonconducting suspending mediiir u=Uit+@Xr; on dPi(t), i=1,... N

14]. In these studies the Stokes drag law is used to approximg{gre u is the fluid velocity,p is the pressurey is the dynamic
the hydrodynamic force acting on the particles, which assumggcosity of the fluid,p, is the density of the fluidD is the
that the Reynolds number is zero, and the Brownian forces actiggmmetric part of the velocity gradient tenstk, and e; are the
on the particles are ignored. The latter is appropriate for suspgirear and angular velocities of thigh particle, andy is the accel-
sions containing large sized particles. The trajectories of particlgfation due to gravity. The above equations are solved using the
are obtained by integrating Newton’s second law, as is done in thfilowing initial conditions ul,_o=uy, wWhereu, is the known
molecular dynamic studies of liquids. These simulations haygitial value of the velocity.
been used to study the steady state behavior, as well as the trarfhe linear velocityU; and angular velocity; of theith particle
sient response of ER fluids, in simple shear flg#2-14,15-18  are governed by
In [16,17 the electrostatic particle-particle interaction forces
among the particles were computed by accounting for the many dy _
body interactions that are ignored in the point-dipole approxima- dt '
tion. The hydrodynamic forces acting on the particles, as well as )
the particle-particle and fluid-particle interactions, in the zero -E:T-
Reynolds number limit, were computed using the Stokesian dy- ' dt '
namics approacH16,17. Specifically, simulations were per-
formed for a planar mono-layer containing 25 spherical particles Uili=o=Uio (5)
subjected to simple shear flows. All these studies, however, as-
sumed the spatial distribution of the electric field to be uniform.
Even though the accuracy of the point-dipole approximatiowherem; and|; are the mass and moment of inertia of fitke
decreases with decreasing distance between the particles, it pagicle,F; andT; are the hydrodynamic force and torque acting
been used in the past studies of electrorheological fluids extém theith particle andFg;=FpegpitFp; is the net electrostatic
sively due to its simplicity and its ability to qualitatively captureforce acting on théth particle. The dielectrophoretic fordgep;
the phenomenon of particle chainifi9]. To overcome this, we acting on theith particle is given by1) andFp; is the particle-
are current|y Working on deve|oping an alternative approa(ﬂfirtide interaction force on thi¢h particle. In this StUdy we will
which calculates the force acting on a particle by integrating tf@ssume that the particle density is approximately equal to that of
Maxwell stress tensor on the particles surfai2g. the fluid and thus drop the gravity term.
Most previous experimental and theoretical studies of dielectro-In @ nonuniform electric field, the particle interaction force on
phoresis have focused on the separation and characterizatiorihgfith particle due to théth particle is:
particles[[21-25 and references therdinDussaud, Khusid and
Acrivos [21] studied the behavior of quiescent and flowing dilute Foi= ! '3(rij(pi°pj)+(rij'pi)pj+(rij'pj)pi
suspensions of ER fluids subjected to spatially varying electric dmegec rd
fields both experimentally and theoretically. In their experiments
they showed that the dielectrophoretic behavior of their system is 5
frequency dependef26] and that, as expected, the particles with T2 ri(Pierip) (pyeriy) (6)
B<0 collect in the regions where the electric field strength is
locally minimum. The time taken for particle collection in theirwhere p; and p; are the dipole moments of thiéh and thejth
experiments agreed with their theoretical analysis, in which tipgarticles given byp;=4meq e 8a°E; andpj=47-reoscﬁa3Ej. The

wi|t:o:wi,o
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net electrostatic interaction force acting on filte particle is the du
sum of the interaction forces with all other particles of the sus- J pL(—*g ~vdxff pV-vdx+f 27D[u]:D[v]dx
pension: o \dt o Q

du
M

+ a0

1_&)
Pd

dw
N4 ——&|—F'V

Foi= > Foij @) dt

=(AV—(V+EXT))py for all VEV_VO, VeRd
As mentioned above, in this work, we restrict ourselves to the

case where the particles are spherical, and therefore we do not and £eR°, (10)
need to keep track of the particle orientation. The particle posi-
tions are obtained from j qV-udx=0 for all qeL?(Q), (11)
Q
%:Ui (8) (mu—(U+@Xr))py=0 for all me A(t), 12)
U|l:0:uO in Q, (13)
Xili=0=Xi 0 (9 as well as the kinematic equations and the initial conditions for

) . ) ) ) _ the particle linear and angular velocities. H&feis the additional
whereX; o is the position of thédth particle at timet=0. In this pody force applied to the particles to limit the extent of overlap

work, we will assume that all particles have the same depgity (see Eq.(19) in Glowinski et al.(1999 and \ is the distributed
and since they have the same radius, they also have the samgrange multiplier

mass,m. _
It is shown in[27] that the above equations contain the follow- Wyr={ve HY(Q)3lv=ur(t) on T},
ing dimensionless parameters: RgUa/z, P,=6w77a%/mu, — 1,3
P,=3megeB2a% Eo|2AmUR, Py=4me e Ba%|Eo/mUAL and Wo=Ho(€2)", (14)
h"=L/a. Another important parameter, which does not appear
directly in the above equations, is the solids fraction. We define LS(Q)—[qe L2(Q) f qu—O},
another Reynolds number Rep LU/7 based on the channel Q
width L and another parameté,=P,/P;=38L/16a. andA(t) is L2(P(1))3, with (-, )p denoting the.2 inner product

_ When the_pa_rtlcle and fluid inertia are negligible, i.e., the pa[)'}/er the particle, wher& ~ is the upstream part of. In our
ticle and fluid inertia terms can be set to zero, the number g ulations, since the velocity and are in 12, we will use the
dimensionless parameters reduces to two. The dimensionless win inher roduct '
rameters in this case are the Mason numbda=P,/P, 9 P
=87nU/lege.B%a|Eol?2, and Ps=P3/P;=2gqs.Ba% Eo|¥
37/U7/L. 0€chB | 0| 5 3/ 0€cPB | o| <M1V>P(t)=f (pev)dx. (15)

For the pressure driven flows of ER suspension, the character- PO
istic velocity is assumed to be the center line velocity of the para-In order to solve the above problem numerically, we will dis-
bolic flow, undisturbed by the particles, in 2-D channel of theretize the domain using a regular tetrahedral megHoT the
same width, i.e.U=(L?/87)dp/dx, whereL is the channel width velocity, where h is the mesh size, and a regular tetrahedral mesh
and dp/dx is the applied pressure gradient. This is appropriafg, for the pressure. The following finite dimensional spaces are
because for our simulations the channel width is larger than thgfined for approximating W, Wo, L2(Q), and Lg(Q);
channel height. For the cases where the imposed pressure gradient _
is zero, the characteristic velocity) =2¢qe.B8a%|Eq|?/37L, Wy h={Vhe CAQ)¥|vilre PLXP X P for all TeT,,

which is obtained by assuming that the dielectrophoretic force and _
Vp=Uurp on I'},

the viscous drag terms balance each ofsee[27] for details. o (16)
W p={Vhe CO(Q)3|vylre PLXP XP, for all TeT,
. v,=0 on I},
3 Finite-Element Method " I
2_

The computational scheme used in this paper is a generalization Li={dhe CO(QD)|gplre Py for all Te Ty, 17)
of the DLM finite-element scheme described[28,29. In this
scheme, the fluid flow equations are solved on the combined fluid- LS h=1 e Lﬁ| f oudx=01,
solid domain, and the motion inside the particle boundaries is ' Q

forced to be rigid-body motion using a distributed Lagrange mu1|=
tiplier. The fluid and particle equations of motion are combinedSin the discrete 4 inner oroduct defined in Glowinski et al
into a single combined weak equation of motion, eliminating th 9% Specificall e ChCF))OSE M Dpoint that uni- )
hydrodynamic forces and torques, which helps ensure stability - Specinically, w i poIntsy, - .. Xu uni
time integration scheme. For the sake of simplicity, in this sectiofprmly cover Rt), and define

he particle inner product terms if10) and (12) are obtained

we assume that there is only one particle. The extension to the M
multi-particle case is straightforward. A =1 mn MIE rid(X=X), Bty - mameRT
The solution and variation are required to satisfy the strong =1 ’ '

form of the constraint of rigid body motion throughoB(t). In
the distributed Lagrange multiplier method, this constraint is r
moved from the velocity space and enforced weakly as a sif
constraint using a distributed Lagrange multiplier term. It was
shown in[28,29 that the following weak formulation of the prob- 3 1 Time Discretization Using the Marchuk-Yanenko Op-
lem holds in the extended domain: erator Splitting Scheme. The initial value problem(10—13 is

For a.et>0, findue W,r, peLj(Q), Ae A(t), UeR® and solved by using the Marchuk-Yanenko operator-splitting scheme,
we R3, satisfying which allows us to decouple its three primary difficulties:

éJ_sing these finite dimensional spaces, it is straightforward to dis-
Eetize equation§10-13.
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1. The incompressibility condition, and the related unknown
pressure p

2. The nonlinear advection term,

3. The constraint of rigid-body motion in,@), and the related
distributed Lagrange multipliex,, .

qu-u“*1’4dx=0 for all qeL?,
Q

STEP 2:

Find u™2*e W{;{ }, by solving

un-%— 2/4__ un+ 1/4
pI——————vdx+ [ p (UM VUt 24 . vdx
Q At Q

The Marchuk-Yanenko operator-splitting scheme can be applied
to an initial value problem of the form

d
—¢+A1(¢)+Az(¢>)+A3(¢) f

where the operatorsA A,, and A; can be multi-valued. LeAt
be the time step. We use the following version of the Marchuk-
Yanenko operator splitting scheme to simulate the motion of par-
ticles in an ER fluid:

Setu’=ugp,, U°=Uy, X°=X,, andw’= wy, and calculatE STEP 3:
by solving V2¢=0, subjected to the electric potential boundary ComputeU™ % andX"™*?* using the prediction procedure

+a2f 27D[u™?*]:D[v]dx=0 for all ve Wy,
Q

(19)

conditions, and then calculatirig=V¢.

SetU™0=U", X"0=X".
Do k=1, K
CalculateFg(X™*~1)

-1
U*n,k:Un,kfl+ g+ 1_%) Mfl[F/(Xn,kfl)
d

+ FE(X”“)])%t

At

Ur‘l,k*l_,’_ U* n,k
*nkK_ n,k71+ _
X X > K

(20)

Forn=0, 1, 2, ...assumingi", U", X", andw" are known, we
find the values for thgn+1)th time step using the following
steps:

STEP 1:

Find u™ Y4 Wi } and g* ¥4e L3, by solving

un+ 1/4_ un
- . _ n+1/4y7
fgp" At vdx jﬂp V - vdx
f 29 D[u™ Y4:D[v]dx=0 for all ve Wy},
(18)
|
PL -t
Urk=umrk iyl g+ | 1- —) Mt
Pd
urk iUtk At
nk_ n,kfl+( B
X X > K

end do

Then Setun+2/4: Un,K Xn+2/4:Xn,K'

The next step consists of finding' *e W'}, A""te Ay((n
+2/4)At), UM 1e R3 andew" ! e RS, satisfying

un+1_un+2/4 pL Un+ 1_ Un+2/4
_— =+ _ — —_—
fQPL At vax+| 1 Pd)(M At v
wn+17 wn+2/4
+ e —
: At ¢
=N v— (VH+ X290 oy
for all veW,,, VeR® and ¢eR® (21)
where the center of the particle(R+2/4)At) is at the location
Xn+2/4.
Then setX""10=Xx"
For k=1, K, follow the do-loop
+1
X*n+l,k:Xn+1,k—l+ Un+Un )ﬂ
2 K
(22)
-1
Xn,k: X* n,k—l+ 1— &)
Pd
F/(Xn+l,kfl)+ F/(x* n+l,k) (At)2
XM~
2 2K
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Fr(xn,k—l)+Fr(X*n,k—1)+FE(Xn,k—1)+FE(X*n,k—1)) At

2 K

end do

Then setX" 1=
Then set f*=p"" ¥4 and go back to the first step.
Remarks:

Xn+lK

1. The problems arising in the first and second steps are solved
using the conjugate gradient algorithm describe2i8).

2. In this paper, we will assume that=0.5, ,=0.5., K=10.

3. The third step is used to obtain the distributed Lagrange
multiplier that enforces rigid body motion inside the particles.
This problem is solved by using the conjugate gradient method
described ir28,29. In this step, we account for the electrostatic
forces that arise due to the dielectrophoretic effect and the
particle-particle interactions.

4 Results

In this section we discuss the numerical results obtained using
the above algorithm for the motion of the particles of ER suspen-
sions subjected to a spatially varying electric field. Figusee 1
shows a typical domain used in our simulations, as well as an
initial periodic arrangement of the particles and the coordinate
system. The fluid velocity is assumed to be zero on the sidewalls
of the domain and periodic along tlealirection. The electric field
is also assumed to be periodic in theirection. The electrostatic
and hydrodynamic forces include contributions from the periodic
images of particles in the-direction. The pressure gradient along
the z-direction of the channel will be denoted Hdy/dz and thex-,

y- and z-components of the fluid velocity are referred tola®
andw, respectively.
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Fig. 1 (a) An oblique view of a typical domain used for simulations. (b) The domain midsection normal to the y-axis is shown.
Also shown are the electrode locations and the initial positions of the two particles. The potential is prescribed on the electrode

surfaces and the normal derivative of the potential is assumed to be zero on the rest of the boundary. The velocity is assumed to

be periodic in the z-direction and zero on the other domain surfaces. (c) Isovalues of log (JE|) and the direction of E at the domain
midsection are shown. The electric field is maximum on the electrode tips and does not vary with y. (d) Isovalues of log (|E.VE]|)
and the lines of dielectrophoretic force are shown. E. VE does not vary with  y. (e) The z-coordinate of the second particle is plotted

as a function of time for four different time steps. (f). The z-coordinate of the second particle plotted as a function of time for three
different mesh sizes.

The nonuniform electric field is generated by placing one ity of particles is quite close to that of the fluid and the particle
two pairs of electrodes on the domain side walls parallel to thidameter is small. The initial fluid and particle velocities are set to
yz-coordinate plane. In order to generate a nonuniform electiiero. The domain is discretized using a regular pseudo P2-P1
field the electrodes are made shorter than the side walls so tigtahedral mesh, as described in the previous section.
they do not cover the side walls entirely. The electrodes are so )
placed that they do not affect the fluid boundary conditions, by 4-1 Convergence. To show that our results converge with
embedding them into the side walls. The generated nonunifofesh and time step refinements, we consider the transient motion
electric fields vary at scales comparable to the domain size sir@fefwo particles subjected to the nonuniform electric field shown
the electrodes are separated by distances which are comparabié fogs. I andd. The applied pressure gradient is assumed to be
the length of the electrodes. The width of the electrodes in t#€ro. Notice that even though the pressure gradient is zero, the
y-direction is equal to the domain width and hence the electriltiid velocity and the electric field are assumed to be periodic in
field does not vary in thg-direction. The fluid and particle ve- the zdirection, and the electrostatic particle-particle interaction
locities, and particle-particle interaction forces, however, vary fiorce is computed by accounting for the periodicity.
the y-direction. The domain used in this study is 1.6 8.4 mmx1.6 mm. At

Throughout this paper, we assume that the dynamic viscositytef 0, two particles with3=0.297 are placed &0.4 mm, 0.2 mm,
the fluid »=1.0 Poise and the particle diameter is 0.2 mm. Th&.4 mm and(1.2 mm, 0.2 mm, 1.4 mihrespectively, as shown in
fluid density isp, =1.0 g/cni. The gravity is ignored, as the den-Fig. 1b. The electric field is generated by placing two 0.4 mm
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wide electrodes in the domain walls parallel to thecoordinate 16
plane, as shown in Fig.bl The left electrode is grounded and the ————

electric potential for the right electrode is assumed to be 1.0. ‘
Isovalues of the electric field magnitude and the magnitude of ‘
E-VE are shown in Figs. &d. The values of dimensionless pa- ‘
rameters are: Re0.40,P,=11.1,P,=9.92, andP;=11.1. The 00000 !
Mason number is 1.1, is 0.892 andPs is 1.0. As the param- 00000 °
etersP, andP5 are approximately equal, the electrostatic particle- |
particle interaction and dielectrophoretic forces acting on the par- l
ticles are of the same order of magnitude. 00000 0.6

|

I

1.00
-0.57
-1.80
-3.04
. o . A -4.27

The initial positions of the two particles in this case were se-
lected such that the magnitudes of the electrostatic particle- | @ @ @ @ @
particle interaction force and the dielectrophoretic force are com-
parable. Thus, once the simulation is started, the particles move @) ®)
toward each other, and at the same time, each one moves toward
the electrode closer to it due to the dielectrophoretic force. The
particle on the left side moves towards the left electrode and the
right side particle moves towards the right electrode. As the dis-
tance between the particles and the electrodes decreases, the d
electrophoretic force becomes greater than the electrostatic
particle-particle interaction force. This causes the particles to
move away from each other and toward the edges of the elec-
trodes where they are collected approximately=a0.5 s.

To show that our results converge when the time step size is
reduced, thez-coordinate of the second particle is plotted as a
function of time for four different values of the time step: 5
X10%s, 2.5 10 *s, 1.25< 10 *s, and 0.62% 10 * s (see Fig.
le). The number of velocity nodes for all four cases is 71,825.
Since the trajectories for the smallest two time steps are approxi-
mately the same, we conclude that the results converge as the tifige 2  (a) The initial particle positions, on the midsection nor-
step is reduced. mal to the y-direction, are shown. The domain dimensions

In order to show that the results also converge with mesh ralong the x-, y-, and z-directions are 1.6 mm, 0.8 mm, and 2.4
finement, we performed simulations for three different mesh sizé8M. respectively. The potential is prescribed on the electrode
The number of velocity nodes for the three cases are 71‘8?511rfaces and the normal derivative of the potential is assumed
137,781, and 549,153, respectively. The time step used for th e zero on the rest of the boundary. The electrodes on the

. ' . eft are grounded, while the electrodes on the right are acti-
calculations was 510" s. For the three mesh refinements, thgated. (b) Isovalues of the log (|E|) and the direction of E on the
z-coordinate of the second particle is plotted as a function of tim@main midsection are shown. () Isovalues of log (|E.VE|) and
in Fig. If. As the trajectories of the particles for the two finethe lines of dielectrophoretic force are shown.

meshes are approximately the same, we may conclude that the
results are also independent of mesh resolution.

4.2 Cases Withdp/dz=0. In this section, we study the

3.07
1.84
-0.61
-3.06
-5.51

are the saddle points. This can also be seen in Hig.which
shows that the electric field is not locally minimum at these

transient motion of 40 particles in a channel subjected to a nofi'(')ints Assuming3>0, the stable branch of the saddle point in the
uniform electric field. The pressure gradient in thdirection for mi dlé of the domai'n is horizontal and the unstable branch is

all cases in this subsection is assumed to be zero. The char{/neer ical. For the two saddle points in between the electrodes the

g'mfen;:ggz (’%rhee%gnwrﬁb?hse?;r;rﬁ:nf?eé?sm?r{elrnafg(% anlgcinreverse is true, i.e., the stable branches are vertical and the un-
X : . - 9 y P able branches are horizontal. The lines of dielectrophoretic force
two pairs of 0.6 mm wide electrodes in the channel walls parallg

. b S own in Fig. 2 indicate the direction of force fo8>0.
to theyz-coordinate plane, as shown in Figi. Z'he direction and The next two subsections describe the transient motion of the

magnitude of the electric f'elq an.kE-VE| are shown n Figs. articles and their final positions for positive and negative dielec-
2b—c. For all results reported in this subsection, a uniform tetra- phoresis, i.e.8>0 and8<0. As mentioned earlier, in the case
hedrgL mesh V\.”t.h. 208'0(.55 nodes IS used a_1r_1d the time step I%N%ere,8>0, the particles collect in the regions where the magni-
X 10" *s. The initial particle and fluid velocities are assumed tQide of electric field is locally maximum, which is generally on

be zero. The solids fraction is 0.0545. The values of the oth : .
e electrode edges, and 16«0 they collect in the regions where
parameters are ReD.40, P;=11.1, P,=9.93, P3=11.1, Ma o ajactrio fold |oca“yp;1inimu,¥]_ 9

=1.12,P,=0.892, andP5;=1.0. We remind the reader that the
parameterPs=1.0 because the characteristic particle velocity 4.2.1 Positive Dielectrophoresig Positive. First, we study
used for estimating the dimensionless parameters is obtainedthy case wherg=0.297, i.e., the dielectric constant of the particle
balancing the viscous drag and dielectrophoretic force terms. is greater than that of the suspending fluid. Initially, the particles
As explained earlier, in a nonuniform electric field, the particleare arranged periodically as shown in Fig. Zhere are four rows
are subjected to both the electrostatic particle-particle interactiof particles in thez-direction, which do not cover the entire do-
and the dielectrophoretic forces, and thus their transient motiamain uniformly. The top row is close to the top pair of electrodes,
depends on the magnitudes and directions of lio@ndE-VE. and the third and fourth rows from the top are closer to the second
Figure 2 shows that in the middle of the domain the electric fielghair of electrodes in the lower half of the domain. The second row
is relatively uniform and its direction is horizontal. The magnitudéom the top is exactly at the center of the domain and equidistant
of E-VE, displayed in Fig. 2 is relatively small near the domain from the lower and upper electrode pairs. There are four layers of
mid plane on which it is zero at three inner points and the top. Tiparticles in they-direction.
bottom is the same as the top due to the periodic nature of theAfter the simulations are started, the top rows of particles move
domain. Even though the dielectrophoretic force is zero at thesmvard the upper electrode edges, and the third and fourth rows of
points, the particles cannot accumulate there, since these pojuasticles from the top move toward the lower electrode edges,
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Fig. 4 The top view of the particle distribution for B=
(c) (d) —0.297. (a) t=0.2 s. Since B<O0, the particles collect in the

regions where the electric field strength is locally minimum,
i.e., on the domain walls at the center of the domain and the

domain walls at the top and bottom of the domain. (b) t=0.85s.
Fig. 3 The top view of the particle distribution for p= The chains collect in the regions where the electric field
+0.297. (a) t=0.20 s. The particles get divided into three strength is locally minimum anq that the chains between the
groups. Those on the left move toward the left electrodes, Iow_er pair of electroc_ies are horizontal and those near the do_—
those on the right move toward the right electrodes and those main center are vertical. (c) t~12 s. (d) t=16.4 s. There is no
near the center stay near the center. The particles near the do- noticeable change in the particle structure after ~ t=12s.

main center come together and form horizontal chains. (b) t
=0.7 s. Notice that the particles near (x=0.8 mm, z=0.6 mm)
and (x=0.8 mm, z=1.8 mm) form vertical chains and the hori-
zontal chain which was at (x=0.8 mm, z=1.2 mm) moves up-
wards along the unstable branch of the saddle point. (c) t=11.0
s. The particle chain, in the upper-left part of the domain, is
moving toward the electrode. (d) t=13.3 s.

near the center are horizontal and those rz=af.6 mm and 1.8
mm are vertical. Once the chains are formed, the particles remain
together in chains because of the electrostatic particle-particle in-
teractions, but continue to move towards the local maximum of
Ek';e elgccitric field under the influence of the dielectrophoretic force
ig. 30).
1ghe chains near the domain mid plane experience a dielectro-
horetic force which acts along the unstable branches of the

since for these particles, the dielectrophoretic force is greater t dle points and causes them to slowly move to the regions

the particle-particle interaction force. Also, notice that these rows,

hey start forming chains extending from the edges of the elec-

; h ; . - Gdes toward the center of the domain. The simulation was
middle (see Fig. & which shows particle positions &0.20S). g5h0e4 at=~133's, as all forty particles are nearly collected.
For the second row of particles from the top, since the dlelectr%e particle positions at this time are shown in Fig. 3

phoretic force is small compared to the particle-particle interac-
tion force, they first come close to each other and then move4.2.2 Negative Dielectrophoresi@ Negative. We next de-
toward the middle of the domain while maintaining their horizonscribe the case whey@=—0.297. All other parameters, including
tal positions(see Fig. B). the domain size and the initial particle arrangement, are the same
It is interesting to notice that the particles in different rowss for the case of positive dielectrophoresis described in the pre-
along they-direction initially do not interact with each other, butvious subsection.
form separate chains. This is a consequence of the fact that ther@s expected, the motion of particles in this case, even at early
is no electric field variation in thg-direction and thus the dielec- times, is quite different from the case wheBeis positive. The
trophoretic force in they-direction is zero. The particle-particle particles do not move toward the electrode edges, where the elec-
interaction force in the-direction is not zero, but for<0.20s it tric field strength is locally maximum, but instead move toward
is small because of the symmetry of the initial particle positionshe regions where the electric field strength is locally minimum.
As shown in Fig. 8, att=0.70 s the particles that were initially From Fig. 2, we know that the electric field strength is locally
near the domain midplane form chains. The orientation of thes@nimum on the domain walls in between the electrodes and at
chains is determined by the stable and unstable directions of the top and bottom edges of the domain parallel toxtiz@lane.
saddle points of the dielectrophoretic for¢gee Fig. 2). The Once the simulations are started, the second row of particles
chains are parallel to the stable direction of the saddle point alutated at the center of the domain move towards the sidewalls at
are formed because the particles under the action of the dielectitte center and gets collected there around tim@.2 s(see Fig.
phoretic force move toward the zeros. Consequently, the cha®. This is due to the action of the dielectrophoretic force which

ing to the right electrodes and those near the middle staying in
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for B<0 tends to move the particles away from the domain center~0.45s. The hydrodynamic drag due to the flowing liquid
along the horizontal branch of the saddle point at the center, whiotoves the particles and particle chains in the downward direction,
forms the unstable branch for the particles with negaivdhe i.e., along the negativedirection. Here again, the first, third and
direction of the dielectrophoretic force f@<O0 is the opposite to fourth rows of particles move toward the electrode edges whereas
that shown in Fig. & We also recall that the directions of thethose in the second row form chains parallel tostkdirection. All
stable and unstable branches of the dielectrophoretic force sadseticles, which are on the left and right sides of the domain, get
points determine the orientation of the particle chaisse Fig. collected near the electrode edged-a0.45 s(see Fig. 5). For
2c). The chains near=0.6 mm and 1.8 mm are horizontal, inthe case where the imposed pressure gradient is zero, the particle
contrast to the case corresponding3e0 where the chains near chains which are formed at the center of the domain, that is the
these points were vertical. chains formed by the second row of particles, remain parallel to

The particles in the first, third and fourth rows from the tophe x-direction at all times and the particle chains near the center
form inter-particle chains and move toward the regions where tia¢ the domain are collected by the top electrodes. But, in the
electric field strength is locally minimum. Some of the chaingresent case, the particles near the domain center are pushed down
move toward the top and bottom edges of the domain while tlg the pressure driven flow to the regions where they experience a
remaining migrate toward the center part of the domain, as canlagger downward dielectrophoretic force, especially those away
seen in Fig. . With further increase in time, all particles getfrom the domain midplane. This leads to the formation of the
collected in regions of low electric field strength at tinte, chains that are curved concave down, as shown in FigThe
=12.0s(see Fig. 4). chains continue to move downward with the flow and-a0.8 s

As can be observed from Figcdthe particle chains extend some of the particles from the edges of the chains get separated
from the domain wall to the middle of the domain. The particleand are collected on the lower pair of electrodestAtl.5's, the
particle interaction force is holding the particles together iBhains become convex up because of the parabolic flow, as can be
chains. With further increase in simulation time, there is N0 N&gen in Fig. B.
ticeable change in the suspension microstructseee Fig. 4).  The velocity of the particles and chains near the electrodes is
The reason for this being, even though the particles are beiggaller compared to those away from the electrodes because the
pulled toward the region of low electric field, all of them cannofjid velocity near the walls is smaller and the electrostatic forces
accumulate there because of space constraints. are stronger near the walls. In fact, the particles and chains close

4.3 Cases With dp/dz#0. We next consider the case (0 the electrodes at_times even move in the opposite direction of
where a pressure gradiedip/dz is applied to the channel in the the flow. Most partl_cles are coIIectgd near th(_e ele_ctrod_e ed_ges
z-direction. All other parameters are the same as in the subsectf§icre t~9.0's. Notice that the particle collection time, in this

(4.2). The particles in this case are subjected to the hydrodynanfi@S€: 'S smaller than for the corresponding case wjihdz=0.
drag force, as well as the electrostatic dielectrophoretic a is, as noticed above, is a result of the fact that the flow assists

particle-particle interaction forces. in the collection of particles by pushing them out of the regions

The particle distribution in pressure driven flows depends dihere the dielectrophoretic force is small. o
the relative magnitudes of the hydrodynamic and electrostatic'Ve N€xt present the cases where the pressure gradient is in-
forces. Obviously, when the appiied pressure gradient is ve asc_ed to 2 dynes/GmAll other parameters are kept fixed. The
small, in the sense that the electrostatic forces dominate, the fiagnitudes of the parameters R, P>, P;, Ma, P4, andPs
tion of particles is expected to be similar to that in section 4.2. OR this case are 0.64, 6.96, 3.88, 4.35, 1.79, 0.892, and 0.626,
the other hand, if the applied pressure gradient is sufficient] spectlvgly. _Slmulatlons show that the particles are collected in
large, in the sense that the hydrodynamic drag force is much lar§ep S: Which is smaller than for the case where the pressure gra-
than the electrostatic forces, particles will be swept away by tkent is 1 dyne/c )
flow. We will investigate the regime in which the magnitudes of Next, we discuss results for the case where the applied pressure
the electrostatic and hydrodynamic forces are comparable. ~ dradient is 5 dynes/cinEighty particles for which3=0.297 are

For sufficiently small particle concentrations, the velocity proPrésent in the suspension and are initially arranged in a periodic
file in a channel subjected to a pressure gradient is parabdi@nner, as shown in FigalAll other parameters are the same as
which implies that the particles near the channel center motgfore. The parameters for this case are=R®, P,=2.78, P,
faster than those near the channel walls. At higher particle con0.62, P;=0.697, Ma=4.48, P,=0.892, andPs=0.25. The
centrations, the parabolic velocity profile, as well as the depe®plids fraction is 0.118. o
dence of the drag force on the distance from the channel center, i§0m Fig. Z, we know thaE - VE is periodic and that there are
modified. The drag acting on a particle also depends on the pEggions in the domain where the dielectrophoretic force moves the
ticle concentration and their distribution within the channeparticles away from the electrodes and other regions where the
which, as we have already seen, is not uniform, especially whdice moves the particles toward the electrodes. A particle moving
the electrostatic forces are strong. along a streamline, therefore, experiences a dielectrophoretic

We first present the results for the case where the impostice which, in some regions, tends to move it towards the elec-
pressure gradient is 1 dyne/éand8=0.297. The pressure driventrodes and, in the other regions, away from the electrodes.
flow is along the negative-direction. There are 40 particles which  The initial fluid velocity due to the applied pressure gradient, in
are arranged periodically, as shown in Fig. Zs discussed in this case, is obviously larger and thus the particles that are initially
section 2, based on the center line velocity of the pressure driviedlled toward the electrodes, cannot stick to the electrodes and,
flow, the dimensionless parameters Re, P,, P, Ma, P,, and instead, keep moving in the downstream direction. After they en-
P are 0.32, 13.9, 15.5, 17.4, 0.896, 0.892, and 1.25, respectivé@y. the region where the dielectrophoretic force acts away from the
For all cases presented in this subsection, we can alternativelgctrodes, they indeed move away from the electrodes. Two such
compute the characteristic velocity by balancing the dielectrparticles are shown in Figsd5g. Since the electric field distri-
phoretic force and the viscous drag on the particles, as was ddngion is periodic, the escaped particles can be captured in the
in the previous subsection. But, if this is done, then the dimenext period cell, at a later time, where the dielectrophoretic force
sionless parameters will have the same values as in section 4@s towards the walls. This, however, increases the time needed
Also notice that a$, and P5 are approximately equal, the elec-for capturing all particles. Our simulations show that even if a
trostatic particle-particle interaction and dielectrophoretic forcgmrticle is not captured, after every cycle its distance from the
acting on a particle are of the same order of magnitude. electrodes decreases, and thus the particle is eventually captured.

After the simulations are started, the pressure driven flow gaifitis process for two particles, painted white, is described in Figs.
strength with time and the flow rate becomes steadyt at5d—g.
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Fig. 5 The top view of the particle distribution for B=0.297. (a) t=0.45 s and dp/dz=1 dyne/cm?®. The particles collect near
electrodes. (b) t=0.8 s and dp/dz=1 dyne/cm?®. Notice the curved, concave down chains near the center. (c) t=1.5 s and dp/dz
=1 dyne/cm?®. Notice the curved, convex up chains. (d) t=0.5 s and dp/dz=5 dynes/cm?®. The white particles close to the
electrodes were collected in the case of small or no pressure gradient flow described before. (e) t=1.0 s and dp /dz=5 dynes/cm
3. The white particles are pushed downstream by the flow. (f t=1.40 s and dp/dz=5 dynes/cm®. The white particles are moving
away from the electrodes, while getting closer to each other because of interparticle attraction and the dielectrophoretic force,

which in this region pushes them toward the domain center. (d) t=2.0 s and dp/dz=5 dynes/cm?. The white particles are now
captured by the lower electrodes.

Also notice that the captured particles form chains that extemained using the point-dipole approximatiph3]. The numerical
from the electrodes and the chains are more obvious than in #gheme is verified by performing a convergence study which
case of zero pressure gradietp/dz=0 because the capturedshows that the results are independent of both the mesh and time
particles experience a hydrodynamic force which pushes thefy, sizes. Simulations show that the particles y8it0 collect in

downwards while the particle-particle interaction force kee|0[§le regions where the magnitude of the electric field is locally

them attached, leading to more apparent chains, imum, whereas the particles wi0 collect in the regions
We next describe the case where the pressure gradient is"ih ! ) P N '€ reg
where the magnitude of the electric field is locally minimum. The

dynes/cm. The parameters R®,, P,, P;, Ma, P,, andP; are W ; )
3.2, 1.39, 0.155, 0.174, 8.96, 0.892, and 0.125, respectively. Tdielectrophoretic effect thus can be used to separate mixtures con-
remaining parameters are the same as for the previous case. Siafng two sets of particles for which the sign gfis different.

the hydrodynamic force in this case is stronger, the effect of th®r relatively small applied pressure gradients, the bulk flow in-
electrostatic force is felt only on the particles that are close to tideiced by the applied pressure gradient assists in the collection of
electrodes. In particular, simulations show that the particles cloggrticles by pushing them out of the regions where the dielectro-
to the electrodes decelerate when they are in the regions wheredRhgyetic force is small. However, when the applied pressure gra-

dielectrophoretic force acts _against the flow direction. The diele§ient is sufficiently large, the flow prevents particles from being
trophoretic force, however, is not strong enough to overcome tl Sllected

hydrodynamic drag and capture all the particles. The particles that
are farther away from the electrodes move approximately along
the undisturbed streamlines of the pressure driven flow.
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Nomenclature

a = radius of particle
E = applied electric field
E, = magnitude of uniform electric field
Fp = particle-particle electrostatic interaction force
Fpoep = Dielectrophoretic force
g = acceleration due to gravity
h’ = ratio of domain width and particle radius
I = moment of inertia of the particle
i,j = particle indices
L = width of the domain used for computation
m = mass of the particle
Ma = mason number
p = pressure
p = polarization of particle
P, = ratio of viscous and inertia forces
P, = ratio of electrostatic particle-particle interaction and
viscous forces
P5; = ratio of dielectrophoretic and viscous forces
P, = ratio of particle-particle interaction and dielectro-
phoretic forces
Ps = ratio of dielectrophoretic and viscous forces
r = distance between particles
Re = Reynolds number
Rg = Reynolds number based on domain width
t = time
U = velocity of the particle
u = velocity of the fluid
X, ¥, Z = coordinate axes
B = Real part of the Clausius-Mossotti factor
e. = dielectric constant of liquid
g, = dielectric constant of particle
gg = permittivity of vacuum
n = dynamic viscosity of the fluid
¢ = electric potential
pL = density of the fluid
w = angular velocity of the particle
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A Kinetic Theory for Solutions of
awang | NONhomogeneous Nematic Liquid
“eamomes, | Crystalline Polymers With Density
S Vvariations

M. Gregory Forest

Department of Mathematics The kinetic theory developed in [1] for solutions of nonhomogeneous nematic liquid
The University of North Carolina at Chapel Hill crystalline polymers (LCPs) of spheroidal molecular configurations is extended to ac-
Chapel Hill, NC 27599 count for the translational diffusion and the related spatial density variation. The new

theory augments the effect of the density variation to the intermolecular potential, Smolu-
chowski equation and the elastic stress. It accounts for the molecular aspect ratio as well

Ruhai Zhou as the finite range molecular interaction so that it is applicable to liquid crystals ranging

Department of Mathematics from rodlike liquid crystals at large aspect ratios to discotic ones at small aspect ratios.
The University of North Carolina at Chapel Hill It also exhibits enhanced shape effects in the viscous stress and warrants a positive
Chapel Hill, NC 27599 entropy production, thereby, the second law of thermodynamics. Moment averaged, ap-

proximate, mesoscopic theories for complex flow simulations are obtained via closure
approximations. In the limit of weak distortional elasticity, weak translational diffusion,
and weak flows, the theory yields the torque balance equation of the well-known Ericksen-
Leslie theory.[DOI: 10.1115/1.1669031

1 Introduction theory for the isotropic-nematic transition of hard ellipsdiis].
Takserman-Krozer and Ziabicki studied the behavior of polymer

: ; . ; . : lutions in a velocity field by treating polymer molecules as rigid
sophasg in which an orlentgtlonal order exists, but there is (ﬁeﬁipsoids in dilute solution$14]. In Helfrich’s molecular theory
translational ordef2,3]. The simple mesophase can be formed by

. X . or nematic liquid crystals, the molecules are treated as equally
polymer molecules of a variety of molecular configurations g

certain concentration or temperature, which include two dras |-nd rigidly oriented ellipsoid$15]. In an effort to address the

cally different configurations: rodlike and discotic liquid crystals elationship between the Doi kinetic theory and the Ericksen-
y g - . 9 g4 eslie theory, Kuzuu and Doi generalized the Doi theory for ho-
Most of the hydrodynamical theories formulated for flows o

Nematic phase in liquid crystald.Cs) is the simplest me-

L X . ) n LCPs t nt for the finit t ratio of spheroi-
liquid crystal materials are based on rodlike molecules, whic ogeneous LCPs to account for the © aspect ratio of Spnero

. . . | moleculeq16] and gave the Leslie viscosity coefficients in
include the celebrated Ericksen-Legli€E) theory[4], suitable to L : )
low molar weight liquid crystals, the Do kinetic theof§] and a terms of the uniaxial order parameter and a few physical param

i . : eters in the molecular theory, including the aspect ratio of the
variety of tensor based theories such as the Hand’s tH@pr spheroid. Baalss and Hess also treated liquid crystal molecules as

homogeneous LCs, Beris and Edwar(BE) theory formulated spheroids in their liquid crystal theojl7]. Baalss and Hess’

through Poisson brackefg], and Tsuji and Rey'TR) phenom- eory predicts the liquid crystal is always flow aligning which
enological theory8], both for nonhomogeneous LCs, perceive(}]:]as s)i/nge been proveqn to bg limited sinc)é tumblingghasgbeen ob-

to be applicable to high molar weight liquid crystalline polymer : :
(LCPs. Although the LE theory was first developed for rodlikelggerved in many LC flows. On the other hand, the Kuzuu and Doi

liquid crystals, it has also been applied to discotic liquid crysta eory handles both flow aligning and tumbling at different aspect

. tios and polymer concentrations.
[9,10]. Recently, Singh gnd Rey u;ed the TR theory to mode The theory developed ifl] extends the Kuzuu and Doi theory
homogeneous flows of discotic liquid crystalline polymers by rec

. ; . flowing systems of nonhomogeneous liquid crystalline poly-
versing the sign of a phenomenological “shape parameter” a 9 sy 9 g y POty

h d = &1, Thi h b ers by considering the long range elastic interaction through an
showed some promising resulEl]. This approach appears 0 D€extended anisotropic intermolecular potential. It also generalizes
not only convenient, but also reasongble f.”’”f‘ a molecular point e existing Marrucci-Greco theory to a series of spheroidal LCP
view. The kinetic theory for spheroidal liquid crystal polymer%

) ! L 1 ~tonfigurations through a shape related parameter. However, the
develc_)pe_d i1] aimed at estal_)ll_shlng a un|f|ed_ thegry f_or rOdIII(e[ranslational diffusion was neglected in the study for highlighting
and d's.k“ke LCP.S’ thus, prowdmg a rgorous JUSt.'f'Cat'On for th'fﬂ’ne effect of the molecular shape and the anisotropic elasticity in
convenient practice and relating the macroscopic parametersyig, paper. As we all know, however, that the spatial nonhomoge-
the microscopic ones. . neous structure of LCPs correlates to the translational diffusion of

.In the theory, .the LCP molecules are modelled as rigid sph CP molecules. So, for completeness, a theory for flows of non-
r0|d_s offequafl_ sizé so the;t th? thec_)ryl_co_udld be ulsed Ito mlode_ 8mogeneous LCPs must account for the translational diffusion.
series of configurations of polymeric liquid crystal molecules 15 paper addresses the additional effect of the translational dif-

the neighborhood .Of sphelroids. This approach has been unqﬁ Sion to the previous theory to explore the impact of the transla-
taken by several pioneers in the past. Isihara studied the effec i8hal diffusion and the related density variation to the intermo-

the s.pheroidal shape on the phase transition behqvior of C.°”°i ular potential, Smoluchowski equation, and the stress tensor.
solutions [12]. J-L Colot et al. proposed a density functional It is shown in[1] that the torque balance equation of the

_ _ S o Ericksen-Leslie theory can be recovered from the kinetic theory in
Contributed by the Fluids Engineering Division for publication in ticeJBNAL the limit of weak flow and weak distortional elasticity while trans-
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division

December 4, 2002; revised manuscript received August 28, 2003. Associate editgtion diffusion is neg!eaed- In this paper, we will show the same
D. Siginer. torque balance equation can be derived from the theory only when
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the translational diffusion is weak. When translational diffusionevolutionm, |S is the surface area & sis the vector initiated at

competes at the same order with the rotary diffusion, the currghe origin and ended & dV is a sphere of radiulscentered a0,

theory yields a torque balance equation with up to fourth-order

spatial derivatives, which is indeed an extension of the Ericksen- cosf’' =w-m’,

Leslie theory where only up to second derivatives are included.
The rest of the paper consists of the derivation of the intermo-

lecular potential, the Smoluchowski equation, the elastic stress

tensor, the proof of the second law of thermodynamic theory and

the reduction to Ericksen-Leslie torque balance equation. with e; and e, the two orthonormal vectors perpendicularry
|dV| denotes the volume afV, r is the position vector for points

A : inside dV, k is the Boltzmann constant anfl is the absolute
2 Kinetic Theory for LCPs of Spheroidal Molecules temperature. We note that is the unit normal of the tangent
We first extend the intermolecular potential developedlly plane at the contacting point of the two spheroidal molecules of
which models the intermediate to long range molecular interactigfe axis of revolutiorm andm’, respectively, and parameterized
for liquid crystalline polymers of the spheroidal configuratione|ative tom.
with finite aspect ratios, to account for the density variation in The intermolecular potential defined ) is nonlocal. In par-
LCPs and derive one of its approximations through the gradiefifular, the excluded volume given {8) is too complicated for a
expansion of the number density functiérefined below [18].  hydrodynamical theory of liquid crystals to be used for complex
Then, we extend the Smoluchowski equation in the Doi kinetifow simulations. We thus seek an approximate excluded volume
theory for rodlike LCPs to accommodate the spheroidal shape &fpression that would lead to a less complex intermolecular po-
the liquid crystalline polymer and translational diffusion, and deential.
rive a consistent stress expression using the virtual work prinCip|EWe seek the Legendre polynomial expansion of the excluded
[3,5]. Finally, we prove the theory satisfies the second law Qfplume (5),
thermodynamics in isothermal conditions.

W= CcoSam+ Sina cospe;+c sina sinBe,, (6)

0

2.1 Intermolecular Potential. We assume all LCP mol-
ecules are of the same spheroidal configuration and immersed in  B(m,m’)=2v+Bgy(r)— >, Bi(r)Py(coszmm’),  (7)
viscous solvent. With the axis of revolution of the spheroid iden- =1
tified with the z-axis in the Cartesian coordinatg,{,z), the sur-
face of the spheroid is represented by: in which 2 mm’ is the angle betweem andm’. The first two

. ) . coefficientsB, andB, are given in the work of Isihargl2],
x=csinacosB, y=csinasinB, z=bcosa,

Osasmw, 0sB<2m, (2) 1 r \/rz—l)H
. S . ) Bo=2mbc?r| — + arcsir( 1
whereb is the length of the semi-axis in the axis of revolution r 21 r
(identified withe, now) andc is that in the transverse direction.
The aspect ratio of the spheroid is then defined as N 1 | r+ré—1
b 271 \r—i-1) |

I’:E. (2)

— 2
Often, we use a shape parameter defined by By =8mC"brha(r)hy(r),

2_
a:% 3) 1| arcsiny1—r?) Setrcsirq\/lfri)+ 3r r
r2+ =— - -5
Al 1-r? 41-r%  4-r) 2

with range —1=<a<1. a=1, 0, —1 correspond to an infinitely (8)
thin rod, a sphere and an infinitely thin disk, respectively.
Let f(m,x,t) be the number density functiqmdf) of the LCP

molecules of the spheroidal shape in their axis of revolution h :E 1+ 1-r? 1
(/lIm[|=1) with center of mass at locationand timet. We assume 47212(1-r? r2 41— r2
for a nonhomogeneous spheroidal LCP system that the intermo-
lecular potential is given by a mean field accounting for the finite 3 1+1-r?
range molecular interaction. Based on this, we proposed an inter- x| 1+ 1-r2 In J > |-
molecular potential irf1] 1I=vl=r
kT
Vi(m)= —J f f B(m,m’)f(m’,x+s Note that
ISI[AV] JsJavd jmr=1
cog Zmm’=(m-m’)?=mm:m'm’, 9)
+r,t)dm’drds, (4)

where v=[|m=1f(m,x,t)dm is the number density of the LCP wheremm is the outer(tensoj product ofm with m, * -” denotes
molecule per unit volume at material pointand timet, the ex- the contraction operation between two tensors over a pair of indi-
cluded volume formula is given by ces. In this paper, the number of dots in tensor operations denotes
, the number of pairs of indices contracted therein. If we truncate
B(m,m’)=2v series expansiofi7) at the second order, the excluded volume is

7w (27 \[(SIP a+r2co a) approximated by
+2¢%br (
0oJo

si’ 6’ +r?cos 6')? sinadadg,

By(r)

3
5 —EBl(r)mm.m m’. (10)

(5) B(m,m')~2v+Bo(r)+

in which v is the volume of the spheroidal LCP with the semi-
axes(b, ¢ [12], Sis the surface of the spheroid with the axis oWith this, we arrive at an approximate intermolecular potential
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Bi(r)) 1 L% L2 3NKT L£?
V;~KkT| 20 +By(r) + —— | =7 f(m’,x+s Vsi=AKT| 1+ —=A+ —mm:VV |v— ——| |+ = A
1dVIIS| JsJav)jm=1

2 24 24 2 24
+r,tydm’drd L?
r.t)dm’drds + = mm:VV | (mm):mm. a7
3 1 24
— 5 kTBmm: mf f J m'm’f(m’,x+s The first term in(17) corresponds to the short and long range
1dVIS| Js)av) jmrj=1

elastic effect caused by the spatial variation of the number density.
Both A and N approache as|a|]—1~ and N equals zero aa
+r,t)dm’drds}, (11) =0 sinceB,(r=1)=0. The behavior ofN as a function ofa
indicates that the strength of the intermolecular potential weakens
as|al decreases for spheroidal molecules with fixed volumes and
Sonstant polymer number density]. The details for the depen-
dence of the parameters armare given in[1]. The behavior ofA
and N is consistent with the approximate excluded formula de-
rived by Colot et al. using the Gaussian overlap metH.

which extends the intermolecular potential derived 1 to ac-
count for the spatial variation of the ndf. The Legendre polyn
mial approximation up to the quadratic order given(1®) turns
out to be an excellent approximation ¢8) for all values ofr as
shown in[1].

Following Marrucci and Greco's approafh8], we expand the  Free energy and the symmetric, effective intermolecular po-
number density functiof(m’,x+s+r,t) atx in its Taylor series, tential. Let's denote a finite volume of the LCP material Gyin
R3. The free energy for the volume of LCPs is then given by
[5,16]

+%VVf:(s+r)(s+r)+~-', 12) A[f]szff
6 Jmj=1

whereV is the gradient operator and the derivatives are evaluated (18)

at (m’,x,t). Neglecting the terms higher than the second ordgfnerev,, is the potential for the external field. Through integra-
we obtain a simplified intermolecular potential for spheroidgon py part, the free energy can be rewritten into

f(m’' ,x+s+r,t)=f(m’,x,t)+Vf-(s+r)

1
finf—f+Vyf+ mfvsi}dmdx,

LCPs,
1
v 1 2 |2 g berbe | SNKT] A[f]=kaGf| . fInf—f+Vyf+ 5 = Ve | dmdx
= 41 - _ mll=
i gt g At —g MM v 5
12 L L,—L +AkTL2 J [(M-V V-M)-n,]d
+ =+ = A+ L mm:VV [(mm):mm, (13) 48 9G Y "
10 8 8
NKTL? ) :
where —TJ [(My:VM)-n,—(V-My,):Mn,]ds,
G
Ba(r)
A=|20+Bo(r)+ ——|, (19)
wheren, is the external unit normal ofG, the boundary ofG,
N=B(r), and
r2 Vi-r? N S L2__
Dl:1+ 1 zarcsinl‘( . >’ (14) Vei:Ak 1+ zA‘f‘ 4—8mmVV v+ 4—8VVM
—r
2b L SNKT (H—EZV)M
c L, - = :mm
N —_ 2 24
L= 52
L2
~2ber| 1 r2 ré o [1-r? +E(mmmm::VVM+mmVV::M4)},
27D, |1-17 2(1-r7) 2(1-rpaesh ‘
M=(mm), M,=(mmmm), (20)

A=V-V, (Laplacian. M andM, are the second and fourth momentsnofwith respect

The bracket( ) denotes an average over all possible molecul&® the ndff, respectively. Neglecting the contribution from the

directions at ((,t) with respect to the number density functibn surface integl’a|Sz we C.Onclude that the ContributiOI’ngtO the
bulk free energy is equivalent to thatgf; . We therefore name it

the effective intermolecular potential. With,;, the chemical po-

(@)= Hmu:l(.)f(m,x,t)dm- (15)  tential is calculated as usual:
Following [1,18], we introduce two new parameters and L, W= 5—A=kTInf+Vei+ KTV . (21)
of the unit of length, to denote the finite range of molecular of

Interaction: We remark that the symmetrization of the intermolecular potential
I o is essential for a well-posed hydrodynamic theory, in which the
1 Iti 1 -
L=\[24 —+ = L=\3(L,—L,). 16) Positive entropy production and therefore Fhe second law of ther_
ALO (L2~Ly) (16) modynamics is warranted. Next, we derive the Smoluchowski

. . . tion for the ndf istent with th heroidal LCPs.
L measures the strength of the long-range, isotropic elastlcﬁgua fon for the ndt consistent wi € spherolda S

while |L| quantifies the anisotropic elasticity. In our definition of 2.2 Smoluchowski Equation (Kinetic Equation). For a
the intermolecular potential, we note thétis always positive rigid spheroidal suspension in a viscous solvent, Jeffrey calculated
even when the length parametes assigned zero ifil6). Then, the velocity of its axis of revolutiom as follows[19]:
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m=Q-m+a[D-m-D:mmm], (22) By averaging over the configurational spacemfvith respect

to the ndff, we have the evolutionary equation for the number
where,D and € are the rate of strain tensor and vorticity tensordensnyy

defined by
dv

1 1 — = +(D,— AvA VI —
DZE(VV‘FVVT), QZE(VV_VVT), (23) dt DLAV (DH DL)VIV]MU (DH DL)Vk

AMkIVI( v

L:Z 2

. . . ' . L
respectively,v is the velocity vector field for the flowing LCP, + ﬂAV) + 4—8(M4k|mnV|VmVnV+Mk|V|VmVn|V|mn)

Vv=4v;/dx; is the velocity gradient, and the superscriptle-
notes the transpose of a second-order tensor. Following the devel-

2
opment of the Smoluchowski equation for polymer solutions by - ﬂ(ManV( M —Aan)
Doi and Edward$5] with both the rotary and translational diffu- 2 24
sion included and utilizing the result of Jeffrey22), we arrive at r2
e Souchowsineo sauaton for e PUMber SN U1E- - (Mo 5,5y + Moo Mo
af 9 af f oV 2 AL?
" 7 | @@mm+D (@) (I —mm))- | —+ = — +D WAV | 1+ 578 v |+ —or (MW Vn Vo
3N 2
R-|D;(m,a)| Rf+ k—_I_fRV”—R»[mxmf], (24) + ViV VaM nn) — (anvk(an-i- 4Aan)
where L2

48(M4mnljvkV VMIJ+anVkVVM4mHI])):| (27)

-2
Dr(m,a)=lf),(a)(% fl ,”_lex m’||f(m’,x,t)dm’)

(25)

is the rotary diffusivity, inversely proportional to the relaxation

time due to molecular rotatiord, (a) a shape-dependent rotary's the sixth moment ofm with respect to the ndf and indices are
diffusion constantp(a) andD, (a) are shape-dependent, transUsfigvge;fgetrknﬁgte:?ﬁ%:g C{ﬁg%e oscopic, or average, inter-
lational diffusivities characterizing the translational diffusion in IKe | StKinet 1es soscopl Verage, |

the direction parallel and perpendiculamto respectivelyV is the nal orientational properties of nematic liquid crystals are defined

otential including the inter-molecular potentidl; and the exter- in terms of t_he moments orfn with respect to the probability
ﬁal potential(maggnetic and/or electric fFi)eId ef;%'w density function #f (normalized ndf [5]. Often, one uses the
He normalized second moment#M or its deviatoric parQQ (a sec-

V=Vg+vkTVq, (26) ond order, symmetric, traceless ten§orknown as the orientation
tensor(or structure tensor

where

Mg={(mmmmmm) (28)

dldx=V andR=mX dldm are the spatial and the rotational gra-
dient operator, respectively, adddt(®) denotes the material de- 1

rivative d/at(-)+v-V(-). In the Smoluchowski equation, rotary Q= (mm)—1/3. (29)
convection and diffusion as well as spatighnslational convec-

tion and diffusion are all included. Due to the presence of thEaking the second moment of in the configurational space of
translational diffusion, the number densitymay no longer be a with respect to the ndf governed by the kinetic E24), we arrive
constant. at the mesoscalerientation tensor equation

d
[—MQ-M+M-Qa[D.M+M-D]J
dt s

—2aD:M,—6D? ((MXRVM)+{(mmxRV)) }

|\/| V
3! 6kT

+(D;~D,)VV:M,+D,AM

1
T (D” D,)Vi(m, mﬁmmVV)+ DLV(m mgViV)
B

[,2
I+ﬂA)M)

£2
|+2—4A)M-M+M-

14
=[—2aD:M4—6D?{M—§|—E

2 2
+N[ 1+ 24A)M M,— T3 — ((VVM) M4+ ((VIM) M) T+M, VYM+ (M, VIM)T+MVV:M,
2
+(MVV:M,)T—4Mg:: VVM—2M,VV :: M)+ 144(VVV M+M-VVv—2VVy:M,]
ap
L? L2
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3N £? L? L?
- 7( MGaBijkIVj( 1+ ﬂA) My + 4—8M8a5ijk|manVmVan|+Mea,eiijijVanmmn) +D, Vi A( Maﬁ( 1+ ﬁA)ViV

L2 3N L£? L?
+E(MaﬁVinWMkﬁM4aﬁk|VinV|V) — 5 | Mygpi| 1+ ﬂA ViMy+ E(MeaBanVinVlen

2

+Maapi Vi Vi VaMaiamn) | |+ DPL{MX RVym) +(mmx RV} . (30)

whereD? is an averaged rotary diffusivity resulted from the avfield 6e=6Vx, the variation of all tensor fields and their first
eraging process], which is assumed a shape dependent constagigler derivatives are assumed zero at the boundaries of the control
in this study. We remark that the averaged rotary diffusivity is alsgPlume[20]. . -

possibly orientation dependent; then the “tube-dilation” effect can Consider a virtual deformatiode of the material inG. We note

. e {hat the free energy of the LCP system in the material volume is
be modeled by replacing the constant rotary diffusidy by [5] given by (19). According to the virtual work principld5], the

D? virtual work that the exterior must do to the material to reabze
— (31) s
(1-32Q:Q)
We note that in the equation of up to sixth-order tensors are 5W=f 7°: SedX, (32)
G

included. Up to eighth order tensors are present in the orientation

tensor equation foM. Following the same procedure, we cafyhere 7¢ is the elastic part of extra stress. In response to the
derive time evolutionary equation for any moments of even ordgfiral deformationde, the variation off is calculated from the

The equation for the & k=0,1, ... , moment willcontain mo- kinetic equation by neglecting all terms except for the convection
ments of order R+6. With the kinetic equation, we next deriveyneg[5).

the consistent stress tensor.

df
2.3 Derivation of the Stress Tensor. We treat the LCP sys- of = —6t=—R-(mXxXmf ) dt. (33)

tem as incompressible. Then, the stress tensor consists of three dt

parts: the pressure pl, the viscous stresg’ and the elastic stress The change in the free energy must then equal the work done to
7°. We derive the elastic stress first by applying the virtual worthe material, i.e.,
principle[3,5] on a finite volume of the LCP material denoted by SA=SW (34)
G called control volume. In order to take into account the nonlocal :

effect of the intermolecular potentié20), the virtual deformation This equation yields the elastic stress,

T§B=3akT[Mgl %((me(V)m)ﬂmme(V))) - %[(me(V)m%(mme(V))]aﬂ

apB
AkT[CZ L?

+ - ﬁ(VaVVﬁV* vV, Vgv) + 4—8(V0MMBVMV* vV, VM, g+ VoV M 5=V, V, oM )

3NKT/[ £2 L2
T2 2_4(VaMW/VBMM7_VaVBMMM;w)"' 4_8(VaM4iBMViMM7_ VwViMA«Bi;wM

my

+VaM/L'yViM4iB,u,y_VaViM,uyM4Bi/L7) . (35)

The details of the derivation is given in Appendix. The antisym- For the viscous stress, we use the results of JeffrEld,
metric part of the elastic stress is Batchelor’s[21] and Hinch and Leal'$22—24 on spheroidal sus-
pensions in viscous solvent to arrive at:

7 =27D+3kT[{1(a)(D-M+M:D)+ {,(a)D:{mmmm))],

. 1 AKT[L? (37)
Ta,aﬁzz[(meVm)—(mmeV}]a[ﬁ - E(VHMMVHV
where
—vV,V M s+ VvV M, 5=V .V, oM ) 3
ap
=79+ - vkT5(a),
3NKT[L? T AT Qs
T4 4_8(V0M4iﬁ/wViMM7_VﬂViM‘lBi,wa
{0 11
{3(a)= T {(a)=¢" L

+ VM 1, ViM gy = Vo iM M ugi0) | (36) 1 3 1
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N 1 2 absence of external effects. In this mesoscopic theory, the material
{(a)=(" PR + AL point is implicitly (tacitly) defined as a sphere in which the veloc-
s '8 ity gradient is assumed constant and all LCP molecules convect
o dx spatially in an identical manner within the sphere. Due to the
|1=2rf —_— anisotropic elasticity from the intermolecular potential, there ex-
0 V(re+x)(1+x) ists an additional torque associated to the spatial convection on the
g “material points.” The total torque on a unit volume of the mate-
* X rial is given by
ls=r(r?+1) f , 38
: 0 Vr2+x)(1+x)%(r?+x) (38) AKT[L2
Jm xdx = Jmllka(m,x,t)dm-i- T{IS(VQM#BV#V_ VVDIVNM#ﬁ
Ji=r | ——, B
' 0 \(I‘2+X)(1+X)3 3NKT L2
. <dx +V, vV M 5=V, V, oM ,5) _T[IS(VHM“iBﬂVViMMY
J3=I’f y
0 V(r2+x)(1+x)2(r2+x) —V,ViMagi M 0+ VM, ViM i,
1+a
r= ﬁ’ - VaVi M /./,yM 4Bi/.Ly) €apks (44)

7is the solvent viscosity(, ; {a) are three friction coefficients. wheree, is the alternator tensd@5]. Integrating over the con-

3vkT{i(a), i=1,2,3 are identified as three shape-dependent Vigo| volume G and applying integration by part whenever neces-
cosity parameters due to the polymer-solvent interaction. The to&lry, our calculations end up with
extra stress is given in theonstitutive equation for the extra stress

=7+ 7" (39) f Tij EijkdX: f tkdX. (45)
From[22,23, it follows that N ¢
lim, ., ,(a)=0, lim, ., {x(a)="°, This equality indicates that the body torque balances the antisym-
) _ metric part of the stress tensor on the control volu&geonfirm-
lim,_ 1 1(a)=—, lim,__4{(a)=co. (40) ing that the balance of angular momentum is maintaj&dwe

nfite that the balance of the. angular momentum is achieved on the
a=—1 anda=1 at all. To obtain the viscous stress in practicegm're control volumeG subject to the assumptions on the zero
one should calibrate the coefficients at a fixed aspect ratio O oundary conditions aIIude_d to earlu_ar rather than in a pointwise
=ro<o and then extrapolate the formulas to all the other finitgense due to the nonlocality of the intermolecular potential. The
values ofr since after all the friction coefficients need to be exPr¢S€nce of the anls_otroplc_elastlc_lty IS d_ue to the long-range an-
perimentally determined. In the range @& 1 though, the stress Isotropic molecular interaction. It is the interaction between the
contribution from the ternD-M + M-D is negligible, consistent spz-}tlal convection and the _Ipng-range anisotropic mo_IecuIe_lr inter-
action that causes the additional torque on the material point. The

muéhree;(l)ll égi:)éyrégLIrt(;dclnlEetPEEQ!fG}rich;!gf]éoeﬂicients" shown inroIe of the anisotropic elasticity needs to be investigated further.

[1], whena>0, 0<{;(a)<min({y(a).{5(a)); when a<O0, {y(a) 2.4 Entropy Production and Energy Dissipation. In an
<0 and is comparable in magnitudes dg(a), giving rise to a isothermal process, De Gennes and Prost noted that the entropy

non-negligible “shape-induced-antidrag” to the total stress frOfFroduction or(energy dissipationis equal to the decrease in the
the termD-M +M-D. This indicates that the oblate spheroidatotal energy[3]

molecule has the tendency to weaken the viscous stress due to the

So, the formulas are not meant to be applied to the two extre

shape-induced polymer-solvent interaction. However, this will by . d 1
no means change the dissipative nature of the stress. As shown in TS=-§ 5PV dx+A[T]], (46)
[1], the viscous stress part due to the polymer-solvent interaction ¢

is indeed dissipative for all values afe (—1,1) and all possible
orientation despité,(a)<0 ata<O0.
The kinetic equatiori24), orientation tensor equatioi27) and

whereS denotes the entropy of the control volui@e It is shown
that

(30), constitutive equation for the extra stre9), balance of 1 2
linear momentum(41) and the continuity equatioit42), both T's:J <Dr(m,a) R |nf+_Vei) >dx+f <V(|nf
given next, constitute the hydrodynamical model for flows of G kT G

spheroidal LCPs.

. 1
Balance of linear momentum + ﬁvei) -(D,(a)mm+D, (a)(I—mm))- V( In f

dv
paZV'(_p|+T)+f, (41) 1
+ k_TVei) > dx+ J D, dispdX, (47)
where p is the fluid density,p is the scalar pressure aridthe G
external force. Corresponding to the incompressibilitgatisfies h
the continuity equation where
V.v=0. (42) D,disp=27D:D+3vkT({3D+ {1(M-D+D-M)
Balance of angular momentum and the anisotropic elasticity + D (mmmm)):D (48)

Finally, we want to make sure that the derived theory obeys the ) . ) . L .
balance of angular momentum. FréBi, we know that the torque 'S Nonnegative definitgl]. It is nonnegative definite provided the
on a test molecule oriented along is given by translational diffusion coefficient matrix

T=-RV,, (43) (Dy(@mm+D, (a)(I—mm)) (49)
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is, which is warranted provideld(a) andD, (a) are nonnegative Substituting the ansatb4) into the Smoluchowski equation, we
as implicitly assumed. This concludes that the theory warrantsohtain at leading order(1))
positive entropy production and thereby obeys the second law of

thermodynamics. R Dr(Rf0+foRVO[f0]

T |=O. (55)

2.5 Approximate Theory. The equation for the orientation
tensor and the stress expression both contain up to eighth or@égarly,f, at leading order is a steady state solution of the Smolu-
tensors, indicating a strong coupling to the kinetic equatioshowski equation with the Maier-Saupe intermolecular potential.
Therefore, the kinetic equation is strongly coupled to the stredssolution of the leading order equation is given by the integral
and the orientation tensor equati@he equation for the second equation
moment ofm). To decouple the kinetic equation, which often —
yields a much simpler governing equation system for LCPs, one fo=pe
has to use decoupling or closure approximati@¥%26—29. The
simplest among all the choices of the closure approximations

,Vo[fo]/kT’ (56)

and p=p(x,t). In this paper, we assume=const. So, it is the
ar{grmalizing factor forfy. Without loss of generality, we also

1 assume
(mmmm) = ;(mm)(mm},
n v=f fodm=1. (57)
(mmmmmm)~ — {(mm){mm){mm}, ) o ) Hmi=2
v This assumption is equivalent to
1 V[fo]
(mmmmmmmm)~ ;3<mm)(mm)(mm>(mm>. (50) Info+ T const. (58)

These are exact when the orientation is perfect. Substituting thgsuming uniaxial symmetry in the base stége i.e.,
above closure approximations in the orientation tensor equation
and the stress expression given(B§) and(39), respectively, we 1-s
arrive at the approximate theory for spheroidal LCPs. M=snn———1I, (59)
An alternative is to use both and M, as orientational vari- i o o .

ables and approximate sixth order and eighth order tensors ¥perenis the distinguished major director direction of the second
closures. Of course, more sophisticated closures may be emploffé@ment tensor, we find a steady state solutiorigofiven by
to improve the approximation given hedré,8,24,28. Most of the fo="fo(coSO)
closures are flow-type dependent so that their performance in dif- oo
ferent types of flows may vary widelj26—29. Unless a specific dfy
flow problem is identified, we don't see the need for enumerating d_g =3sNcosofy(§é), (60)
all the closure approximations here.

where £=cosf#=n-m. The uniaxial directom is arbitrary since
3 Reduction to the Ericksen-Leslie Theory the leading order equation does not tell us howaries in time

and space. This is the well-known degeneracy of the steady ki-
In [1], we showed the kinetic theory developed there yields thestic gquation Iin quuilib\rl;lunﬁ5]. L\gt g 4 y X

torque balance equation of the Ericksen-Leslie theory in the limit

of weak flow, weak distortional elasticity, and long time. Here we n=n(x,t). (61)

extend the asymptotic analysis to include a weak translatior@ o . . . .

diffusion and show that the asymptotic limit of the torque balanc e then derive its governing equation using higher order equa-

equation of the theory remains. tions.
We introduce a dimensionless small parametere&<l to

guantify the weak effects mentioned above explicitly, i.e., Let df,

At the next order Q(¢€)), we have

- - - _ - —2—R-D,[Rfy+ 1RV [ fo]+ feRV[ f1]]1-R-| | mxrf
Dy=eD,, D, =D, , T=te, D=eD, Q =€), £2= L2, dt Ry + EiRVol fol +1oRVol ]l 0

2_ T2 V[ f

Lo=el”. 1) —Drfo(R% +V.| D,mm+D, (1—mm)

Dropping the tildes, the kinetic equation becomes

f
df af f Vv -(Vf + =2V [fo] ) (62)
—=—. — | —_ — — 0 oL'o .
€3t € (Dy(aymm+D, (a)(I—mm)) (ax+ KT ax) kT
1 The term corresponding to the translational diffusion vanishes be-
+R-|D;(m,a)| Rf+ ﬁvaO” cause
fo Vol fo]
. Ve Vig+ ﬁ_vvo[fo] =foV|Infy+ T =f,V const=0.
—€R-|mXmf-D,fR—|, (52)
kT (63)
where Thus, (62) reduces to
Vo=V, f]=AKT —ﬂkTM'mm Ve=Vgi—V, (53) dfo
0~ Vo - v 2 . Ve Vej 0- W:RDr[Rfl+flRVO[f0]+f0RVO[f1]]
Vo[ f] indicates the potential is evaluated fit We seek an V[ fol
asymptotic expansion of the probability density function —R-|| mxmfy,— Drfo( RT(_TO) } (64)
f=> e (mxt). (54) From the solvability condition of64), detailed in[1], we obtain
n=0 the torque balance equation for the uniaxial director
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_ vNKTs ( oy S_S4L2)A N 2(s—s,) 2wy
g |[|° 7 T3 vV-m .
2s+5s; , Appendix
—=— L((V-mn-Vn+(n-Vn)-Vn Derivation of the Elastic Etress Tensor Using Virtual Work

Principles. We calculate the variation of the free energyf ]
with respect to the variation of the probability density function

+nn:VVn—n-Vn-vn")|, (67)  defined by

df
and Sf=— dt=—R-(mxmf ). (70)
av, |\ °* dt
)\_235< f H lfmsg(e) a0 dm) (68)  This indicates that not only the rotational configuration of the
ml=

spheroidal molecule, but also its mass of center are perturbed
is the “tumbling parameter]16]. This is exactly the torque bal- along the moving trajectory of the material poitThen,

ance equation in the Ericksen-Leslie theory with the Frank elastic
energy given by OA[f]= ka f (In f+—=|of+ —(f(SV
2 Imi=1 KT
1{vkTNs/ 3L
=3 8 £+—(s sq) [(V-n)?
—Véf ) |dmdx. (71)
vkTNs( L2 5
+—g | S 7 (s7sy) [(n-VXn) Assuming the deformation tens&rst and its derivatives vanish
at G and applying integration by part, we have
vkKTNs 2 L2 3514 vxnl? 69 Vv
T g | S 7 (Bstasy [InxVxnlF. - (69) ff Inf+— 5f}dmdx
cJimi=1 kT

The stress tensor evaluated at the leading order soldton

yields the identical expression as the ong 1 Therefore, the

stress expression does not reduce to that in the Ericksen-Leslie _f apfti |32

theory; however, it does contain every term in the Ericksen-Leslie G

stress expression. The Frank elastic constants and the Leslie vis- 1

cosity coefficients are identical to the ones|[it]. Hence, the +(m(meV))]—§[((meV)m)

inclusion of a weak translational diffusion does not change the

asymptotic dynamics in the limit of the weak flows and weak

distortional elasticity. —(m(meV))]] dx, (72)
When the translational diffusion competes with the rotary dif- ap

fusion at the same order, the torque balance equation contaypg

additional gradient terms with up to fourth order spatial deriva-

tives. The asymptotic limit certainly extends the Ericksen-Leslie —_(f6V—Vef ) |dmdx

torque balance equation to account for higher orders effect. The 6 Jml-1 2kT

details are cumbersome and therefore omitted here.

I a
M — §) - E[((mXRV)m)

fK &[AKT[Lz(V Vv, V, V)
= @ | A aV VRV~ V'V, 14
4 Conclusion s P 2 |24 g £

We have developed a kinetic theory for flows of nonhomoge- L2
neous Ijquid cryst.allir)e polymers of spheroidal .configurations + E(VHM#BV#v—vVaVMM#B+ V,vV,M .6
generalizing the kinetic theory of Kuzuu and Doi for homoge-

neous liquid crystal polymers as well as that of Wang for nonho-

mogeneous LCPs to account for translational diffusion and den- —V.VuvM )

sity variation in space. The theory is applicable to flows of rodlike

liquid crystal polymers at the large aspect ratios and to those of 3NKT/[ 22

discotic ones at small aspect ratios. It also accounts for the mo- - T[Q(Va'\"w —V,VgM .M )
lecular configurational effect in the viscous stress due to polymer-

solvent interaction. The theory is shown to satisfy the second law L2

of thermodynamics and warrant a positive entropy production + 4_8(VaM4iB,u.«/ViM,uy_VaVileﬂi/.pr.y

and, therefore, is well-posed for flows of LCPs. In the asymptotic

limit of weak flow, weak distortional elasticity, weak translational

diffusion, and long time, the theory yields at leading order the + VM, ViM gy = VoYM . M ugi )
torque balance equation of the Ericksen-Leslie theory. Otherwise,

it is a bona fide extension of the Ericksen-Leslie theory that iR arriving at the above expression, we have used the following
cludes higher order effects. identities

] dx. (73)
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Self-Calibrating Sensor for
Measuring Density Through
Stainless Steel Pipeline Wall

Margaret S. Greenwood An ultrasonic instrument to measure the density of a liquid or slurry through a stainless
. steel pipeline wall is described. By using multiple reflections of the ultrasound within the
Judith A. Bamberger stainless steel wall, the acoustic impedance (defined as the product of the density of the
B ) liquid and the velocity of sound in the liquid) is determined. Thus, the wall is part of the
Pacific Northwest National Laboratory measurement system. The density is obtained by coupling the acoustic impedance mea-
. .P~O- Box 999 surement with a velocity of sound measurement. By basing the measurement on multiple
Richland, Washington 99352 reflections, instrument sensitivity is increased by the power of the reflection coefficient.

The measurement method is self-calibrating because the measurement of the acoustic
impedance is independent of changes in the pulser voltage. Data are presented over a
range of pulser voltages for two wall thicknesses. These results can be applied to develop
an ultrasonic sensor that (1) can be attached permanently to a pipeline wall, possibly as
a spool piece inserted into the line or (2) can clamp onto an existing pipeline wall and be
movable to another location. The self-calibrating feature is very important because the
signal strength is sensitive to the pressure on the clamp-on sensor. A sensor for immersion
into a tank could also be developeldOIl: 10.1115/1.1677462

Introduction scope trace obtained using a stainless steel plate 6.4 mm thick.
e plot shows 15 discrete echoes in the plate. Bold numbers
ng the axis indicate the elapsed time in micro seconds. The
fta files were analyzed by Matlab, a commercial code.

When the ultrasound strikes the solid-liquid interface, some of

signal conversion make on-line real-time ultrasonic measurem
an attractive addition to a suite of process measurement capabi

me:agﬂgeir;[godlefﬁ;if;i;n;rl?;ﬂzjé?r. 33 '{Il;t;ﬁﬁgﬁg;ﬂsgigmteg the ultrasound is reflected and some is transmitted into the liquid.
steel(SS pipeline wall is described. By using multiple reflectionsThe amount reflected, defined by the reflection coefficient, is

of the ultrasound within the SS wall, the acoustic impeddudee given by:
fined as the product of the density of the liquid and the velocity of (Z -7 )
_ | %s iq

Recent advances in computers and in particular high-speed A%F
e

sound in the liquigl is determined. Thus, the wall is part of the
measurement system. The density is obtained by coupling the
acoustic impedance measurement with a velocity of sound mea- o . . .
surement. Since methods for measuring the velocity of sound ffiére acoustic impedance is the product of the material density
the fluid [time-of-flight (TOP)] are well known[4], the research 2nd the speed of sound in the materiaH(p c). Inverting Eq.(1)
presented here will focus on the measurement of the acoustic €S the acoustic impedance of the liquid:

pedance. The self-calibrating feature is very important because the

measurement of the acoustic impedandedependendf changes Zia=2 (
in the pulser voltage. The objective is to develop an ultrasonic e
sensor thai{1) can be attached permanently to a pipeline wall, ) o o
possibly as a spool piece inserted into the line &ctan clamp WhereZjq is the acoustic impedance of the liquid afid, that of
onto an existing pipeline wall and be movable to another locatioptainless steel or any other solid. _

The self-calibrating feature is very important because the signalUsing the reflection at a liquid-solid interface is a well-known

strength is sensitive to the pressure on the clamp-on sensorM&thod for measuring the acoustic impedance of a liquid. How-
sensor for immersion into a tank could also be developed. ~ €Ver, stainless steel is usually not used for this measurement be-

cause of its large acoustic impedance. For watet (
Experimental Measurements =1.48E6 kg/ms) and steel Z=4.54E7 kg/ms), Eq.(1) shows
that 93.7% of the ultrasound is reflected back at the stainless
3 el-water interface, each time the ultrasound strikes the inter-
. . ; - ) ce. That is, the reflection coefficient is equal to 0.937. As an
thin plate of stainless steér other solid materialplate with the example, for water the density and speed of sound are 100Gkg/m

base in contact with the liquid. A pulser sends a high-voltagg, 1480 m/s at ambient conditions, while the values for stainless
signal to the transducer. The resulting ultrasound makes multi el are 7900 kg/fnand 5790 m/s. From Eq), the reflection

reflections within the steel plate by reflecting each time the signal oticient is 0.937. In comparison for 15% sugar water with a

strikes th_e solid-liquid interface or the solid-transducer interfac ensity of 1060 kg/ the reflection coefficient is 0.931. These
The r_n_uIt|pIe echoes are recorded by the same trans_dycer an_d values differ very little, and determination of the acoustic
amplified by the receiver. They are wgwed on a digital OSC'”. mpedance of a liquid from ’one echo is very difficult. Little sen-
scope, as well as recorded on a file. Figure 2 displays an oscil fivity occurs to small changes in the density. However, multiple
echoes amplify the effect. After 10 echoes, the reflection corre-

Contributed by the Fluids Engineering Division for publication in ticeJBNAL _ i _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionSponds to (0'9375) 0.522 ‘and similarly, (0'9319 0.489.

November 1, 2002; revised manuscript received June 4, 2003. Associate Editbp€Se values are quite different and can be easily distinguished.
D. Siginer. Thus, the sensitivity is greatly increased.
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A schematic diagram of the experimental apparatus is depic
in Fig. 1. A 5 MHz, longitudinal transducer is mounted upon
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Transducer Square Digital To obtain the relationship between the slope and the reflection
Wave Receiver Oscillo- coefficient the relationship for the voltage of tiNth echo is
Pulser scope employed.

Voltage « (reflection coefficient for liquigh 3)

Water is the fluid for calibration of the slopes. From Egj. for
water and another liquid, the following relationship is obtained for
the echoN; :

N1
Vigne  Rig

Fig. 1 Schematic diagram of experimental apparatus = —NT
leer thr

4

A similar equation can be written for eci\y, . Taking the loga-

Each echo, such as those shown in Fig. 2, is analyzed by takii@m of both equations and subtracting yields the desired relation-
the fast Fourier transforniFFT) of the signal to determine the ship between slope and reflection coefficient:
amplitude at a frequency of 5 MHaisually. Figure 3 shows that
a straight line results when the logarithm of the FFT amplitude is Riq
plotted versus the echo number. A least-squares fit provides the 5
slope of the line. The important point is that, for different liquids, wir
the slopes are different because the reflection coefficients at tiga term “slope” refers to the slope on a logarithmic plot shown
solid-liquid interface are different. The goal is to relate the slopg Fig. 3.
of this line to the reflection coefficient for the liquid. Then, using The reflection coefficient for the liquid is determined from Eq.

Eqg. (2) the acoustic impedance of the liquid is obtained. A sepgs) and then Eq(2) yields the acoustic impedance of the liquid.
rate measurement of the time-of-flight through the liquid yields
the density of the liquid. Self-Calibrating Feature. Suppose that the pulser voltage

changes and is reduced by 5%. The ultrasound produced is like-
wise reduced, but each echo is reducedh®/same amounthis
means that, while the straight line is located at a slightly different

e(slope for liquid — (slope for water (5)

07 position on the LNFFT amplitude-versus-echo graph, idope is
Eeng Nomber the sameThus, the measurement of slope is independent of the
05 2 pulser output. This was confirmed experimentally by using a
{° “ 6.3-mm SS plate in contact with water. A square wave pulse was
0.3 1 f 2 sent to the 5 MHz transducer, having a voltage-&00 V and a
g 1 14 pulse width, which was varied to change the pulser output. Table
$ 01 N 4 I 1 shows the data obtained for the natural logarithm of the FFT
g amplitude at 5 MHz for echoes 6, 9, 12, 15, 18, and 21; at the top
£ 01 of the column, the width of the square wave in nanoseconds is
g given. The data is plotted in Fig. 4. The slopes on a logarithmic
0.3 plot of the FFT amplitude versus echo number are given in Table
1. For five sets of data, the value of the maximum slope and the
-0.5 minimum slope differ by only 0.2%.
0.7

Time (microseconds) Data for Stainless Steel Plates
Fig. 2_ Oscilloscope trace showing multiple echoes with 6.4- Data were obtained foa 5 MHz transducer (diameter
mm-thick steel plate =2.5cm) mounted upon a 6.3-mm-thick stainless steel plate. A
square wave pulse with a voltage 650 V and width of 100
nanoseconds was applied to the transducer. The base of the plate
2| 1 was immersed in water and various concentrations of sugar water.
Figure 3 presents a plot of the logarithm of the FFT amplitude at
5 MHz versus the echo number for 10% sugar water. The slope is
—0.2070. Table 2 lists the data for two entries of water. One
measurement was obtained at the beginning of the experiments
A and the other, at the end. From the oscilloscope traces for these
two sets of data, the amplitudes differed 5¥%%. Thevery im-
portant point, however, is that the slopes were essentially the
1 same—differing only by 0.1%. These results demonstrate how
important the self-calibrating feature really is.

Table 2 presents data obtained for air. At the steel-air interface,
all of the ultrasound is reflected and so the reflection coefficient is

25— T T ¥ T T T T

o ~
o - N
-

LN(FFT Adjusted Amplitude)
o

BT
expected to be equal to 1.0; this is confirmed by the data.
2 Although the data in Table 1 and Table 2 were obtained using
25l . , . N . . ; N the same stainless steel plate and transducer, different pulser-
e 8 0 otbmber ® 20 2 receivers with different settings were used in each case. Also, the
FFT analysis was obtained using the FFT function on the digital
Fig. 3 A graph of the logarithm of the FFT amplitude versus oscilloscope for the data in Table 1 and using Matlab for the data
the echo number for 10% sugar water in contact with 6.3-mm- in Table 2. These differences are the reason that the slope for
thick SS plate water in Table 1 and Table 2 are not the same.
190 / Vol. 126, MARCH 2004 Transactions of the ASME
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Table 1 Multiple echo data

LN (FFT Amplitude

Pulser Width(ns)
Echo Number 102 92 84 78 68
6 3.436 3.408 3.367 3.333 3.247
9 2.821 2.793 2.752 2.717 2.629
12 2.145 2.119 2.082 2.049 1.961
15 1.500 1.476 1.437 1.403 1.320
18 0.813 0.790 0.754 0.722 0.641
21 0.126 0.098 0.057 0.020 —0.067
Slope -0.2212 -0.2210 —0.2209 —0.2209 —0.2207
R? 0.9997 0.9997 0.9996 0.9996 0.9996

The independent measurement of the acoustic impedance \aasrages of the slope would be taken—10 at a minimum. The
carried out by measuring the density of the liquid and determinirascilloscope has an 8-bit digitizer, which means that the vertical
the velocity of sound in the liquid. The velocity of sound wasxis of the oscilloscopévoltage is divided into 2 or 256 bins.
measured for water, 10% sugar water, and 30% sugar water. wre accuracy would be obtained by using a 12-bit digitizer, or
other weight percentages, the velocity was found by interpolatiof096 bins along the axis. Thus, the errors in the acoustic imped-

Therefore, there is some undetermined percentage error in thitce can be reduced—possibly to 1% or less.

independent measurement. The independent measurement of den-
sity was obtained by weighing a known volume of the sample.

Table 3 lists the data obtained for a 5-MHz transducer mount&ummary and Conclusions

upon a stainless steel plate 3.8-mm thick. The dimensions of theSome conclusions are as follows:
transducer are 25 mm by 13 mm. The amplitude data were ob- '
tained by using a frequency of 5.5 MHz for the FFT analysis.

While signal averaging took place to obtain the echoes plotted
in Fig. 2, only one value of the slope was obtained for each

» The analysis method provides a way to measure very small

sample shown in Tables 1 and 2. In an automated system, many solids.

LN(FFT Amplitude)

3.5

25

1.5

0.5

-0.5

Results of Using Different Pulser Settings

R

& Width = 102 ns
A Width =92 ns
0 Width =84 ns
O Whith =78 ns
AWidth = 68.ns

10

15

20

Echo Number

Fig. 4 A graph of the LN (FFT Amplitude ) versus echo number for a range of pulse widths

Table 2 Data for 6.3-mm-thick stainless steel plate

changes in reflection coefficient, and hence, very small
changes in the density when using stainless delother

Sensor Independent
Independent Measurement Measurement
Measurement Sensor of Acoustic of Acoustic
of Density, Slope Log Reflection Impedance, Impedance, Percent
Liquid kg/m® Plot Coefficient kg/m? secx 10° kg/n? secx 10° Error, %
water-beg 998 —0.2042 0.9382 1.479 1.479 0.0
water-end 998 —0.2040 0.9385 1.472 1.479 -0.5
2.5% SW 1006 —0.2035 0.9389 1.462 1.499 —-25
5.0% SW 1016 —0.2073 0.9354 1.549 1.521 1.8
7.5% SW 1026 —0.2058 0.9368 1.515 1.545 -1.9
10% SW 1038 —0.2070 0.9357 1.543 1.570 -1.7
15% SW 1065 —0.2094 0.9334 1.598 1.624 -1.6
20% SW 1097 —0.2126 0.9304 1.673 1.684 -0.7
air —0.1344 1.0061
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Table 3 Data for 3.8-mm-thick stainless steel plate

Sensor Independent
Independent Measurement Measurement
Measurement Sensor of Acoustic of Acoustic
of Density, Slope Log Reflection Impedance, Impedance, Percent
Liquid kg/m® Plot Coefficient kg/m? secx 10° kg/m? secx 10° Error, %
water —0.2943 1.481
5.0% SW 1010 —0.2968 0.9359 1.538 1.525 0.8
10% SW 1027 —0.2981 0.9347 1.567 1.578 —-0.7
15% SW 1057 —0.3020 0.9310 1.658 1.627 1.9
20% SW 1074 —0.3026 0.9305 1.671 1.686 -0.9
30% SW 1115 —0.3153 0.9188 1.965 1.809 8.7
40% SW 1170 —0.3206 0.9139 2.089 1.964 6.4
air —0.2197 1.0109
» The self-calibrating feature enables the design of a clamp-t?ﬁ:knOWIEdgmentS
sensor. Pacific Northwest National Laboratory is operated for the U.S.
» Changes in the pulser voltage do not affect the measurem@&uspartment of Energy by Battelle Memorial Institute under Con-
due to the self-calibrating feature. tract No. DE-AC06-76RLO1830.
e The calibrating time is reduced due to the self-calibratinga
feature. eferences

Wireless technok)gy could be utilized to design a sensor tol1] Workman, Jr., J., Veltkamp, D. J., Doherty, S., Anderson, B. B., Creasy, K. E.,

B : F. Koch, M., Tatera, J. F., Robinson, A. L., Bond, L., Burgess, L. W., Bokerman,
measure density and velocity of sound and thus eliminate the G. N, Uhman, A. H. Darsey, G. P. Mozayen, F. Bamberger, J. A, and

long cables from the sensor to the computer acquisition  Greenwood, M. S., 1999, “Process Analytical Chemistry,” Anal. Chem.,
system. 71(12), pp. 121R-180R.
. ) [2] Greenwood, M. S., Skorpik, J. R., Bamberger, J. A., and Harris, R. V., 1999,
A computer-controlled system is currently being developed — “On-line density sensor for process control of liquids and slurries,” Ultrason-
with a 12-bit 100-MHz digitizer for measuring the acoustic im- __ics, 37, 159-171.

pedance and the TOE to determine the density. [3] Greeanod, M. S gnd Bambergerl, .].A‘., 2902, Ultrasorllc sensor'to measure
the density of a liquid or slurry during pipeline transport,” Ultrasonics .

A US Patent application has been filed for this measuremen@] Povey, M. J. W., 1997, Ultrasonic techniques for fluids characterization, Aca-
technique. demic PresgNew York).
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Sorin G. Teodorescu A new indirect method to measure fraction solid in molten metals is presented. The

method is based on the phenomena that when a metal sample (solid or liquid) rotates in
a magnetic field (or the magnetic field rotates around a stationary sample), circulating
eddy currents are induced in the sample, which generate an opposing torque related to

Materials Processing Center,
202 Ross Hall, Mechanical Engineering

Auburn University. Auburn. AL 32223”?3? amount of solid phase in a solidifying melt between the liquidus and solidus temperatures.
uburh niversity, Auburn, USA’ This new technique is applied for measuring fraction solid on commercial A319 aluminum

Phone: (334) 844-6198 alloy. The solidification curves obtained by the proposed method at different cooling rates
t;ne: 234) 844-3400 are in good agreement with predictions made by the Scheil model.
ax: (334) 844- [DOI: 10.1115/1.1677450

Introduction whereC, is specific heatl. is latent heat of solidification. “Zero”

An understanding of the solidification phenomenon requiré:z%lls?grrﬁ;{i\éisls a hypothetical cooling curve without phase

Igr(;?r\]/v ls%?igear?(]; Illni?g Sttg(taer;no;)nhdy?rl}ctak: epr:]%%%rt'i‘:’)ncg chchrt]iqoer:asloli Indirect measurement techniques are based on relationship be-
q ! y : een fraction solid and physical properties of the test sample.

Irfwicz)getr?éﬂr]r?eltr;?uorrtirz]atl pr?gfégsgsogr?de H;egaeli er;ce)ce;s;rhyetnci a(ii uchi et al.[5] developed a method to estimate the fraction solid
9 p P fom the measured uniaxial flow stress. This method requires cali-

models to predict feedability of casting. Fraction solid is defined .. . ' . .
: - . -~ pration tests, which relates fraction solid and decrease ratio of
as the percentage of solid phase that precipitates in a solidifyi z stress. Kiuchi and Sugiyanis] proposed another indirect

melt between the liquidus and solidus temperatures. Thermo ethod to estimate the fraction solid of metals and alloys from the
namic and metallographic databases were developed previou asured change of their electrical resistance or electrical poten-

\t/)vhicr(ljallllow the ghasedqor?éséitzL]Jtign ofdmuét;]:omplqndent aluminunhal difference. The method is based on the knowledge that the
ased alloys to be predictédl,2]. Saunder$2] applied computer- . o : . ; )
; : - . electric resistance of an alloy due to impurity and lattice defect is
aided thermodynamic phase diagram calculatig@ALPHAD) independent of the temperature. However, the resistance due to

matod o it e g ormatons 1 omerl sk ST SR, e T e
: i e . ' 7 Tesistance of an alloy approximately doubles when it melts an
gglei(cjjlc;sh gsg }(e)?;lggggn;nsdo:gglﬁf ﬂggtbeig?:t'gnsum as fractlorg)ses its c_)rdered_lattice structure. This methoq ut?li_zes the fact that
The methods of fraction solid measurements can be categori%h electrical resistance of the metal or alloy significa(il—2.0
in two groups: IMes increases when it starts to melt and its increase ratio is
) related to the amount of liquid fraction in the sample. This method
« Direct measurements techniques also requires calibration tests to relate fraction solid and electrical
« Indirect measurements techniques potential difference. The estimated values of fraction solid for
. . . L commercial aluminum and copper alloys were in good agreement
_ The direct technique of choice for most materials is the quagjith those measured straight by the rapid solidification method.
titative metallography. This method is based on an image analysishg and Chefi7] determined solidification characteristics of the
to determine the volume fraction of phases created between Wigs6 2 aluminum alloy using differential thermal analysis. The
liquidus and solidus temperatures. Under rapid cooling rates smalbasured fraction solid of the alloy was related to the viscosity
test samples sustain the structure at a given temperature. Stiliganges in the sample during solidification process.
tural_ transformation during quenching is minimized due to high | the methods mentioned above, precipitated impurities will
cooling rates. . . . . affect the measured values of friction solid. In the method based
The thermal analysis technique is another direct method fgp the electrical resistance measurements, the effect of impurities
measuring fraction solid in solidifying metals. The fraction soligng |attice defects is independent of the temperature. However,
is proportional to the amount of heat evolved from the solidifyinge electrodes in direct contact with the molten sample contribute
specimen, which is calculated from the cooling curve as the intgsme uncertainties to the measured values of the electrical poten-
grated area between the zero line and the first derivative curygy gifference.
Differential thermal analysi$DTA) also has been utilized for ~ There are various mathematical models with certain assump-
measuring fraction solid with high accuracy. In laboratory condiions for simulation of fraction solid from experimentally obtained
tions, a differential scanning calorimetry can be used for dete{;damental parameters.
mining .fraction solid. In hegt balance model fraction solid) (is _ Alinear model has been adopted without any theoretical foun-
determined as a cumulative area between the “zero” coolingaiion[g]. According to this model the latent heat varies linearly
curve(zq) and the first derivative of the cooling curtec) as[3,4]  petween liquidus and solidus temperatures. Hence fraction solid

P ‘
fs L ’ 0

daT daT q 1
at) “lae) |9t @ T-T
cc ZC.
*Corresponding author.

fo=—0—c, 2

S Tl _ Ts ( )
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D. Siginer. used often.

Journal of Fluids Engineering Copyright © 2004 by ASME MARCH 2004, Vol. 126 / 193

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Lever rule model assumes a very small solidification rate i
binary alloys, so the liquid and solid phases are in equilibrium i
the mushy zong8]. Fraction solid is derived as

Data Acquisition
Brookfield  Board
Rheometer

To=T)(T =T
S:( m_ s)( I_ )’ (3) =0=
(TI Ts)(Tm T) pC
whereT,, is a melting temperature of the primary component. )
Scheil model presumes a homogeneous liquid phase and Coypling
solute back diffusion in solid phag&]. At aluminum-silicon eu- :
tectic growth temperaturel= TA'Sie_g) fraction solid is maximum |sampi¢ |}

(fs=1). At temperatures between eutectic growth and liquic
temperature TA', ;< T<T)) fraction solid is determined as

Ceramic Crucible

Water Jacket

l “\

To—T (T=T/(Ts—T))
el @
Optical Furnaces
Stefanescu et aJ4] proposed to estimate fraction solid accord Infrared Pyrometer
ing to grain nucleation law, assuming that the grains have sphe || Gear motor
cal shape. The knowledge of average equiaxed grain ra&ijs ( Mirror é : EZ‘E!

and number of particles nucleated per unit volurhg)(allows ¢
calculating fraction solid as
Fig. 1 Schematics of experimental apparatus used for electri-

4 cal resistivity measurements of solid and molten metals
fs=1—ex;{—§ﬂ-RgNg). (5) y

Djurdjevic et al.[9] proposed a model based on a thermal and
chemical composition analysid@CCA). In this model, the tem- from extraneous reflections into the infrared thermometer from the
perature range between liquidus and solidus is separated into thepéical heaters. The infrared thermometer output was calibrated to
distinct segments. Each segment is related to certain metallurgigatual temperature by comparing against thermocouple data using
reactions that occur during solidification. The prediction of fraca dummy load, with 0.25% accuracy. The pyrometer output was
tion solid is based on metallurgical reaction temperatures, whicannected to computer and the temperature data obtained were
are functions of chemical composition of the alloy. The calculssynchronized with data for measured torque and angular velocity
tions of the fraction solid for A319 aluminum alloy are in gooddf the crucible. As a test material in our experiments we used a
agreement with the experimental data. commercial A319 aluminum alloy. A composition and thermo-
In this paper, we propose a new indirect method to measusbysical properties of this alloy are given in Table 1.
fraction solid in molten metals, based on the torque measurement$/letal samples of aluminum alloy A314.9.05 mm diameter

in a moving magnetic field. and 38.1 mm lengthwere inserted into high purity alumina cy-
lindrical crucibles with flat bottoms. The extruded alumina cru-
Experimental Apparatus and Procedures cibles (19.05 mm inner diameter and 152.4 mm lengtrere at-

. . . . tached to the spindle of the rheometer through a specially
We developed a rotational inductive measurement teChn'queo?gsigned coupler to provide concentricity to the rotating shaft,

measure the fraction solid of metals and alloys over wide ranggg, iih e ang sample. Molten aluminum alloy tends to oxidize and
of temperatures. This technique is contactless and thus prevef|ts To avoid oxidation of the test sample, a thiinl mm)

chemical reactions between molten samples and contacting pro SYon Nitride film was applied on its top surface. The same
as in previously utilized direct and indirecélectrical potential o010 jiameter was maintained for each set of tests. The rota-
differencg methods. The method is based on the phenomena tﬁ% al technique of this geometry is exposed to the end effects in
the crucible. The effect was eliminated from the results of two
experiments accomplished with the different heigt25.4 mm
38.1 mm of the pure metal samples in the crucible at the
e angular speed and magnetic induction.

our quartz infrared line heating elemeii@skW each housed

when a metal samplésolid or liquid) rotates in a magnetic field
(or the magnetic field rotates around a stationary sampiecu-
lating eddy currents are induced in the sample, which generate
opposing torque proportional to the electrical properties of thseam
sample[10]. On the other hand, the electrical properties of con-
ductors are strongly dependent on temperature and solid/liqyj elliptical cast aluminum frames were used to heat the samples
ratio in the melting/solidifying specimen. Hence the measur

torque is related to the amount of solid phase that precipitates i the experiments. The heated length of the chamber was 167
que | . pha precip . The elliptical reflectors concentrated the infrared energy to
solidifying melt in the mushy zone. In liquid metals and alloys

the applied magnetic field also causes significant rotation of tmse crucible surfacéFig. 2. Copper tube connections are pro-

liquid in the crucible, which decreases the angular velocity be-
tween the field and the sampl&l]. The experimental apparatus to
measure fraction solid of metals and alloys over wide range ®fble 1 Thermophysical properties and composition of A319
temperatures is shown in Fig. 1. A computer controlled Brookfieluminum alloys  (http: /metalcasting.auburn.edu /)
rheometer Model DV-III was used to provide a constant rotationat
speed to the metal sample and to measure the torque. This rheom-

A319 aluminum alloy

eter enables torque measurements from 0 to 67307 7 N-m at Solidus Temperature 723 K

constant speeds from 0 to 250 rpm in 0.1 rpm increments. The Liquidus Temperature 869 K

heometer has an RS232 serial port for communication with a coent Heat ; 400 JIg

r p Density at Melting Point 2.5328 g/cn

local computer. Composition Sk6.1%
The temperature of the sample was measured remotely by a FEEO.GSO%

portable two-color infrared thermometer M90 focused into a hole ’(\:"3:??031{;

in the bottom of the crucible assembly, since thermocouple leads Mn—0.320%

could not be inserted into the rotating samples. Focusing into the Zn=0.71%

hole in the crucible bottom eliminated spurious temperature data
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Fig. 4 Cooling curve for A319 aluminum alloy at different cool-

Fig. 2 Diagram of sample-magnetic field-optical furnace ar- ing rates

rangement and heating energy focus action

) . i. TAS|, <T<T—nucleation and growth of-Al dendrite
vided for inlet and outlet flow of water to cool the lamp reflector network

Bg;}tlies. Tap water at 15°C and 600 kPa was supplied to cool the; TACY, <T<TASi__—nucleation and growth of Al-Si

Th i field duced by t dvmi ) eutectic
e magnetic field was produced by two neodymium-iron per- . TS<T<TAICue‘nguC|eati0n and completion of Al-Cu
manent magnets. A Hall-effect gaussmeter was used to measure reaction

the magnetic field strength. The gaussmeter provides DC and AC
field readings from*=10° to =2 Tesla with 0.1% resolution. Using a thermal analysis techniq(i#2] we determined the
Changing the separation between the magnets allowed us to obaracteristic temperatures as shown in Table 2. These values of
tain magnetic fields of different magnitudes. Contour mapping characteristic temperatures for A319 aluminum alloy are in good
the magnetic field strength revealed that the magnetic inductiagreement with those known from literature. The first derivatives
varies in both vertical and horizontal directions. Contour lines faf the cooling curves versus temperature are presented in Fig. 5.
the magnetic induction at different distances between the magnet&igure 6 shows a variation of the measured torque for A319
are shown in Fig. 3. It is estimated that the magnetic inductialuminum alloy at different cooling rates. As seen from this figure,
over the test sample varies10% in vertical direction and=7% inflection points on the torque-time curves correspond to charac-
in horizontal direction compared to its average value. Neither tleristic temperatures determined abgVable 2.

coupling system nor the alumina crucible had measurable effects

upon the applied magnetic field.

Table 2 Characteristic temperatures determined for A319 alu-

Results and Discussions minum alloy at different cooling rates

Figure 4 shows a cooling curve for A319 aluminum alloy in the Characteristic ~ Cooling Rate  Cooling Rate  Cooling Rate

temperature range between the liquidus and solidus temperaturé€mperatures 0.45 deg/s 1.19 deg/s 1.43 deg/s
As seen from the cooling curve, the temperature range between T,, °C 605 604 604
liquidus and solidus has three distinct segments. According toTAsi,  ec 564 566 562
Djurdjevic et al.[9] these segments are related to metallurgical taicu °C 508 508 507
reactions occurring during alloy solidification. The temperature T:,'g‘éc 480 480 480

limits for each segment are found as:

0.5

—_——
—&— 1.43 deg/s
le 25.4 mm » A319 —@— 0.45 deg/s

0 |~ 750 ™~ 50 1100 0 —4&— 1.19 deg/s [
NEEARZANEZER | [ |
/ \ L N %“"’;’MQ ? 1350 Q - 05
£ 530 950 / 1400 g )
- \ 900 1150 \1::0 / 1.5
\470/ \usoi \\imo4 . mo/
. / \ = N woo_/ N 1200 / 2 ¢
P / 150 — [N e 1100
(a) (b) (C) (d) 2 5400 450 500 550 600 650

Temperature, °C
Fig. 3 Contour lines for magnetic induction (in 10~* T) at dif-
ferent distances between magnets: (a) 12 cm; (b) 9 cm; (¢) 8 Fig. 5 First derivative curve versus temperature for A319 alu-
cm; (d) 7 cm minum alloy at different cooling rates
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Fig. 6 Measured torque for A319 aluminum alloy at different

. Fig. 8 \Variation of parameter
cooling rates

minum alloy at different cooling rates

From data shown in Figs. 4 and 6 we plotted a variation (tf: ;
. onclusions
measured torque versus temperatffig. 7). From the measured
torque values we calculated a normalized torghMg @s follows:

610

¢ with temperature for A319 alu-

A new indirect method is developed to measure the fraction

solid in solidifying metals and alloys. The proposed technique

Ms—M ©)
MS_M| ’

where Mg and M, are measured torque at solidus and liquidus
temperatures, respectively.

M=

establishes relationship between the fraction solid and the oppos-
ing torque in the permanent magnetic field due to the induced

Figure 8 shows a variation of the dimensionless paramegter 1
with temperature, where is defined as

0.8

* Linear Model

Mm—M)
@ 1.43 deg/s (Torque Data)

wz( T, ) '”(W

|

T -7 T -7 (7) % 0.6 X 0.45 deg/s (Torque Data) |
m s In m » @ 1.19 deg/s (Torque Data) |
Tn=T S ‘
Here, a technique proposed by Kiuchi and Sugiydijdas been :‘-’é 0.4 |

used to establish a relationship between normalized torque &
fraction solid. The solidification curvegelationship between the i L
normalized torque and the fraction solidbtained by the tech- i a
nique proposed in this work, and predictions made by the line ‘
and Scheil models are shown in Figs. 9 and 10. As seen frc 4 a

these figures, the measured solidification curves are in a gc 480 500
agreement with the predictions by the Scheil model than tho
predicted by the linear model.

520 540 560

Temperature, °c

Fig. 9 Solidification curves for A319 aluminum alloy at differ-

ent cooling rates compared to linear model

105
1 T T S Y P R e
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95 A319
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E ©
z 75 ;g, 06
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g 65 2
- 2 04
55 —@— Scheil Model
—— 1.43 deg/s (Torque Data)
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Fig. 7 Variation of measured torque with temperature for A319

Temperature, °C

Fig. 10 Solidification curves for A319 aluminum alloy at differ-

aluminum alloy at different cooling rates ent cooling rates compared to Scheil's model
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eddy currents. The technique was applied to determine the frac- Water Evaporation in Green Sand Molds,” AFS Transactids#, pp. 685—
tion solid for commercial A319 aluminum alloy. The solidification 889

. . . 4] Stefanescu, D. M., Upadhya, G., and Bandyopaadhyay, D., 1990, “Heat
curves obtained by the proposed method at different cooling rateg Transfer-Solidification Kinetics Modeling of Solidification of Castings,” Met-

are in good agreement with the predictions made by the Scheil Trans.2A, pp. 997—1005.
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Measurements of magnetic-field-induced torque in applied uniform rotating magnetic
fields are presented and compared to theoretical analyses for water- and oil-based ferrof-
luids. These experiments measure the viscous torque on the inner wall of a stationary
hollow polycarbonate spindle that is completely filled with ferrofluid and attached to a

Thomas Franklin viscometer functioning as a torque meter. The spindle remains stationary and is centered
inside a three-phase AC 2-pole motor stator winding, creating uniform time-varying ro-
Markus Zahn tating magnetic fields. The viscous torque is measured as a function of magnetic field

amplitude, frequency, and direction of rotation. These measurements demonstrate that
" husetts Institute of Technol ferrofluid flow and torque are present even in the absence of free surfaces and agree with
assachusetls Institule of fechnology, a recently derived analysis of the torque during spin-up flow of ferrofluids.
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1 Introduction body motion is observed at the top free surface of the fluid right

. . . ut to the stationary cylindrical vessel wall, except for a thin
Ferrofluids[1] are suspensions of permanently magnetized c oundary layer.

loidal particles coated by a stabilizing dispersant and immersed Inthq general perception in the literature is that the ferrofiuid and
a suitably chosen carrier fluid. In the presence of time-varyingagnetic field rotate in opposite directions. However, some au-
magnetic fields, ferrofluid particles will rotate in order to aligninors[11-13 report observations where the ferrofluid switches
their magnetic dipole moment with the applied field. Howevepetween co-rotation and counter-rotation with respect to the ap-
because of the fluid viscosity, the magnetizatibiwill lag behind  plied magnetic field depending on magnetic field amplitude and
the time-varying magnetic fielt, thereby resulting in a body- frequency. Explicitly[12] reports co-rotation of field and fluid for
torque density on the ferrofluid, given byoM XH (with ny low applied fields and counter-rotation for high applied magnetic
=4mx10 " Henries/m the magnetic permeability of free spacefields, wherea$11] and[13] observe counter-rotation for low ap-
which causes fluid flow. In our experiments, the viscous torquéied magnetic fields and co-rotation for higher applied fields. We
from this magnetic-field-induced flow is measured using a Couefi@ve made similar observations in our laboratory, where a water-
viscometer, as a function of magnetic field amplitude and frdased _ferroflund p_Iaced ina qyllndrlcal container and subjected to
quency. the uniform rotating magnetic field g_ene_rate_d by a three-phase
Ferrofluids are a scientifically and commercially important rdV0-Pole magnetic machine stator winding is observed to co-
alization of polarizable systems. As such, they are characteri{é)éate with the applied magnetic field for small magnetic fields

by the presence and effect of lona-range body-counles and nan_ol counter-rotate with respect to the magnetic field for large
Y P 9 9 Yy P ?Hagnetic fields. In addition to this, we have observed the direction

symmetric viscous stresses, as well as more exotic phenomeligyoq gy rface rotation change depending on the axial location of
su_ch as couple stresses representing the dlrect_-contaf:t transpolrttlgffree surface in the gap of the magnetic machine stator.
microstructure angular momentum. Due to their physical, chemi-The confusion regarding field and fluid rotation sense, and the
cal, and magnetic properties, ferrofluids are of increasing intere§plicability of various theoretical analys¢$6—20, is com-
in the design of magneto-responsive colloidal extractfifsmi- pounded when one considers that all available observations are
crofluidic pumps and actuators driven by alternating or rotatingade at the free-surface of the opaque ferrofluid using various
magnetic fieldd3-7], and in biological/biomedical applicationstypes of tracer beads, with no way to determine the flow profiles
such as drug delivery vectors, magnetic cell sorting schemes, amdvailing throughout the volume of fluid. It is clear that surface
magnetocytolysis treatment of localized tum{#s9]. flow observations will be problematic and probably not represen-
The phenomenon of spin-up flow of ferrofluids has receivel@tive of the bulk-flow situation when one considers that
considerable attentiof10—-15 during the development of the curvature-driven flows have been observed at ferrofiuid free sur-
field of ferrohydrodynamics. Experiments are carried out by pla£aces[15]. Thus, there remains a need for accurate, direct mea-
ing a sample of ferrofiuid in an open-top cylindrical containepurements of bulk-flow related quantities. One such guantity is the
subjected to a rotating magnetic field. In such a stationary cylifté! torgue required to restrain the hollow cylinder containing the
drical container, the top surface of the ferrofluid is observed {grrotl;lwd. . . on of field and fluid |
rotate rigid-body-like in a direction which depends on the appliedv(gszgggt't%gs dci)regtci)gr?ti?]r-vrvorfﬁ:trllotnhg cyll?n dr?(?al cgétaﬁtéll]' c\?oul d
magnetic field amplitude and frequency. Such essentially ”g'gcl)tate if it could freely do so. This represents an indirect measure-
Commibuted by the Fluids Endineering Division for bublication in fGSANAL ment of the magnetic torque applied on the ferrofluid. One would
OF FLUIDISUENGINyEERINGUII\/IaHUS%Iript r«lacgeiv«la\éI llay the Iflﬂidts E:wginleering Divisione>.(pe.Ct the Counter_mtatmg fluid to drag .the cyllndnc_al Contalner
January 17, 2003; revised manuscript received June 14, 2003. Associate aiith it, but experiments show the container co-rotating with the
D. Siginer field whereas the fluid counter-rotates. Such observations have
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Table 1 Physical and magnetic properties at room tempera- 500 T T
ture for water-based and Isopar-M ferrofluids used . Water-based

= 400 o Isopar-M g 1
P 7 /'LOMSV
Ferrofluid [kg/m®]  [Nsm?]  [Gaus$ o X* F717) S — 5 |
Water-based 1,220 0.007 203 0.036 0.65

Isopar-M 1,180 0.011 444 0.079 2.8 200 e . , ]
100 b - f . |

"Determined using equatiof®). §

*Determined using equatio@). (g
2.;
=<

*Determined using Fig. 2.

since been corroborated py2] and[15]. However, all these ob- 200 |- sm—
servations are of a qualitative nature, not having directly measured
the actual torque required to restrain the container. Hence, the  .300 -
motivation of our contribution—to obtain direct quantitative mea-

surements of the torque required to restrain the cylindrical con- 400
tainer during spin-up flow of a ferrofluid.

UL

-500 . . : :
a5 -0 S 0 5 10 15

2 Ferrofluid Material and Magnetic Properties 1 H., [kiloGauss]

Two types of ferrofluid were obtained from Ferrofluidics Cor-
poration(Nashua, NHt a water-based ferrofluilMSGW11) and Fig. 1 Magnetization curves for water-based and Isopar-M fer-
an oil-based ferrofluid with Isopar-M as the carrier fluidofluids obtained using a DMS Vibrating Sample Magnetometer
(NF1634, each with~10 nm diameter magnetite particles. Fert '00m temperature, T=299 K
rofluid densityp, viscosity », and magnetization curves were mea-
sured. From the magnetization curves the saturation magnetization

#oMs, volume fraction of magnetic particlel magnetic suscep- Digital Measurement Systent®MS) Vibrating Sample Magneto-
tl?mtty X, magnetic pa(rjtnc;le d!amdetfet Snt?] Tagrf‘let_'g “q_‘ﬁ CON- meter Model 880. Ferrofluid samples were placed in the DMS
stants g, 7n . 7) were determined for both Terrofiuids. These reblastic sample containers, whose dimensions approximate those of
sults are summarized in Tables 1 and 2 i : : : H

' an oblate ellipsoid with major to minor axis ratio of=2.4. The

Physical Properties. The ferrofluid densities were deter-demagnetizing factoD corresponding to an oblate ellipsoid is
mined gravimetrically using an analytical mass balance and a cakll
brated burette. The shear viscosifyfor each ferrofluid at zero 1 n2 =1 1
applied magnetic field was measured at room temperature using a D= = | —5——parcsin . 2
Brookfield viscometer Model LVDV-+. The recommended 2[(n°=1) n“—1
Brookfield procedure was used, using 500 mL of ferrofluid in &sing (2) and n=2.4 we obtain a demagnetization factor Df
600 mL beaker and the Brookfield calibrated stainless stegly 511 This value andl) were used to calculate the internal
spindle LV1. The resulting values of density and viscosity argagnetic field used in the abscissa of the magnetization curves
shown in Table 1. shown in Figs. 1 and 2. This correction is especially important at
low magnetic fields, shown in Fig. 2, where the low field magnetic
susceptibility is determined.

Magnetization Characteristics

Demagnetizing Factor. In determining the magnetic proper-
ties of the ferrofluid, it is important to differentiate between th
externally applied magnetic field and the magnetic field inside t
ferrofluid. The difference between the external magnetic fi¢ld

Saturation Magnetization. For a monodisperse ferrofluid the
ﬁ_@ngevin equation describes the equilibrium magnetization for a
given applied magnetic fielfl]:

and the internal magnetic field; is described by the demagneti- M 1
zation factor,D, given by .= L(a)=cotha——, (3)
S
Hi=He=MD. @ where a= MgVpuoH; /KT, with V= 7d%6 the magnetic core

The demagnetization field arises due to effective magnetic chaxggume per particle. The magnetic volume fraction is defined as
induced on the surface of a magnetic material with magnetization M

M, which partially cancels the externally applied magnetic field. b= —= (4)
Magnetization curves of the ferrofluids were measured using a Mg

Table 2 Estimated magnetic particle diameters and relaxation times at room temperature for
water-based and Isopar-M ferrofluids used

X dmin 1 dmaxv dmaxv
Ferrofluid  [nm]"  [nm[*  [nm]* 78, [S** ™, [S® 7 [s]*
Water-based 5.5 11.9 114 2x10°%-105 5x10°%-2x10"2 5x10°-1x10°
Isopar-M 7.7 13.8 126 7x10°5-2x10°° 10 7-200 107-2x10°°

"Determined using Eq(5).

*Determined using Eq(6).

*Determined using EqY7).

** Determined using E¢(9) and assuming 2 nm surfactant bi-layer thicknds
$Determined using Eq10).

“*Determined using Eql1).
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25 T and the value of the initial susceptibility,=aMg/(3H;), ob-
+ Water-based tained from the slope of Fig. 2. Here,is most affected by the
o Isopar-M larger particles, thus providing an estimate for the maximum mag-
' netic particle diameter.

For suspensions that are non-dilute with respect to the magnetic
cores Shliomig22] gives a correction td6) using the Debye-

° Onsager theory of polar fluid3] to account for the effect of
o - . dipole-dipole interactions

: X(2x+3) m  poMid® .
o . xt1 677 kT )

. The resulting particle diameter ranges thus obtained are sum-
° . marized in Table 2, with values given for minimum diameter us-
o : . : ing (5) and maximum diameter usin@) and (7). Note that these
S e g : : 1 diameters are only estimates. Direct experimental observation
° ‘. _ shows that the actual diameter of the magnetic particle cores may
o " be as much as 2 nm larger than the estimates obtained from the
. : ) Langevin relatior 2].

0 5 10 15 20 Relaxation Times. In studying the dynamics of ferrofluids in

uH,, [Gauss) time-varying magnetic fields, one must consider how the local

magnetization changes, or “relaxes,” due to fluid convection, par-

Fig. 2 Linear region (low-field ) of the magnetization curves  tjcle rotation, and applied fields. The commonly accepted mag-
obtained for water-based and Isopar-M ferrofluids at room tem- netic relaxation equation for an incompressible, magnetically lin-
perature, T =299 K ear ferrofluid undergoing simultaneous magnetization and
reorientation due to fluid convection at flow velocityand spin
angular velocityew is [1,24]:

—
W
T

poM, [Gauss]
[}

—
(=]
T
-
.

whereMy is the domain magnetizatiofi=446 kAm™* for mag- M 1

netite). Obtaining a value oM is difficult experimentally since it It +V-VM—oXM - ;[M —xH]=0, ®)
requires application of a magnetic field of infinite magnitude. Yet ] ] o )
¢ can be calculated frorf) and the high-applied-field asymptotewhere 7 is the effective relaxation time constant. Equati@ is

of the Langevin curvél]: applicable under conditions not far removed from magnetization
equilibrium [25-27.

lim L(ae)%( 1— i) :(1_ E kT ) The two commonly accepted mechanisms by which ferrofluid

a1 @ 7 moMgH;d3/” magnetic particles relax are Brownian motion, resulting from col-

lision between the magnetic particle and the constituent molecules
whereT is the absolute temperature, ake1.38x10 22 J/K is  of the suspending medium, and leelaxation, resulting from
Boltzmann’s constant. Equatiofb) is a linear relationship be- rearrangement of the magnetic domains without rotation of the
tweenM and 1H; and can be rewritten g8oM=c+b/(uoH;) particle. The characteristic time describing Brownian motidr]s
wherec= uoMg andb=—6kTuoMs/(7M4d®). The parameters 3
b andc are determined by a least-squares fit to the measurements TB=47”70R )
of Fig. 1 in the high field region whera>1 to yield estimated kT 7
values for the saturation magnetization and particle diameter
the smallest magnetic particles. In our study, we fit the upperm
and lowermost 30 data poin(60 in tota).

1(\%ere 70 is the shear viscosity of the suspending fluid, dd

o__siRer ¢ is the hydrodynamic radius, i.e. the sum of the magnetic

particle radiusR,=d/2, and the surfactant layer thicknegs,In
Magnetic Susceptibility. In order to determine the initial mag- estimating the Brownian relaxation time we have assumed the

netic susceptibility, the slope of the low-field linear region wagurfactant layer thicknessis approximately 2 nnj2].

determined. The magnetization curves in Fig. 1 do not have The Neel relaxation time is given gd]

enough precision in the low-field region to accurately determine 1

the slope. For this reason, the low-field linear region was sepa- =7 ekVp /KD, (10)

rately measured for the water-based ferrofluid and the Isopar-M fo

ferrofluid and is shown in Fig. 2. The slope, corresponding to thgheref, is a characteristic frequency of the magnetic material

|n|t|_al magnetic susceptlblllty(_z M/H, was determl_ned t_hrough = 10° Hz for magnetity, andK is the anisotropy constant of the

a simple linear least-squares fit of the data and is listed in Tablen%agnetic domains. The literature gives different values for the
Magnetic Particle Size. Ferrofluids are expected to have aNisotropy constant of magnetite, over the range of 23,000 to

range of particle sizes that can be determined by examination§t0:000 Joules/fn Recent work 28] has used Mossbauer spec-

the magnetization behavior. The minimum particle diameter w4$SCopY to show that the value Kfis size dependent, increasing

estimated from the high-field asymptote of the Langevin curve, [§f _Particle size decreases and gives a value Kof

rearranging the coefficiertt of the linear fit ford. Since the co- = 78,000 Joules/ffor 12.6 nm diameter magnetite nanoparticles,

efficientb is most affected by the smallest particles, this calculdvhich is the value we use in estimating valuesr@fin this work.
tion provides an estimate for the minimum particle diameter ~ The two relaxation processes described above occur in parallel

=din. and therefore the effective time constant describing magnetic par-
The maximum particle diameter for the water-based ferroflufifle relaxation is given by
was estimated by using the low-field limit of the Langevin curve
1 1 1 TBTN
[1]: —=—4+ —=7= . (11)
3 T T8 TN T8t TN
MyH;d ) . .
lim L(a)~ “a_T w, (6) The estimated ranges of the resulting BrownianelNand effec-
a<l 3 18 kT tive relaxation times thus obtained are summarized in Table 2
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based on the estimated range of particle size uing(7). Note reactancé (); increases with radian frequen€y;=2=f and lim-
that the calculated Mg relaxation times vary by seven orders oits the current that can be supplied to the stator winding. By add-
magnitude for the estimated particle sizes of water-based ferrofg the appropriate capacitdt, in series with the motor, a reso-
luid and by nine orders of magnitude for the Isopar-M ferrofluidpant circuit was used so the capacitive reactang€Q4] cancels
thus, direct experimental determination would be preferable atfie inductive reactance, i.€.Q¢=1[C(Q¢], thereby decreasing
will be the subject of future work. the high frequency winding impedance so that 1 to 5 ampere
currents could be applied. This modification to the experimental
3 Apparatus and Experimental Method setup was needed at frequencies of 500 Hz and above.

We have used a Brookfield Model LVDVAH viscometer as a ; ;
torque meter. When a fixed rotation speed is selected the spinéle Measurements of Torque During Spin-Up Flow
rotates counterclockwise as the viscometer applies the necessarfyigures 3 and 4 present the measured torque vs. magnetic field
torque to keep it rotating at the specified speed. When t@&wplitude for various frequencies with clockwise magnetic field
magnetic-field-induced shear stress on the spindle is in the clogriation in the range of 5 Hz—5 kHz. The spindle remained sta-
wise direction, i.e. in the direction opposite to spindle rotation, ftonary for all measurements. Measurements were performed for
is harder to turn the spindle at the specified speed; therefore #féh clockwise and counter-clockwise magnetic field rotation, for
viscometer applies a higher torque, larger than the torque requiMgich the torque just reverses sign. Thus, we mainly present data
to shear the fluid in the absence of a magnetic field. On the ottgre for clockwise magnetic field rotation as this results in a
hand, when the magnetic-field-induced shear stress on the spirfdfickwise viscometer torque for which our viscometer had the
is in the counterclockwise direction, i.e. in the same direction &&rgest operating range.
spindle rotation, it is easier to rotate the spindle at the specifiedThe torque required to restrain the spindle was measured as a
speed; therefore the viscometer app"es a lower torque, as CdH{]CtiOﬂ of magnetic field amplitude for the water-based ferrofluid
pared to the torque required to shear the fluid in the absence diif Isopar-M ferrofluid as shown in Fig. 3. Both measurement
magnetic field. sets show that the measured torque, and therefore the magnetic-
For our experiments the Spind|e was set to remain Stationaﬁﬁ'd-induced shear stress, increases with magnetic field ampli-
hence, with zero applied magnetic field no torque is required frofde. The measured torque also increases with the applied field
the viscometer to restrain the spindle. Under conditions for whidrequency, particularly for the Isopar-M ferrofluid. For the water-
a clockwise magnetic-field-induced shear stress arises, a positi@sed ferrofluid the torque is seen to scale with applied frequency
torque will be registered, whereas for a counterclockwise shd@f the lower frequencies but apparently this dependence saturates
stress a negative torque will be measured. The range of meagiirthe higher field frequencies. _
able torque for our Brookfield viscometer is6.73 uN-m to The data of Fig. 3 is re-plotted in Fig. 4, now with torque as a
+67.3 uN-m. function of applied-field frequency. Both figures show that the
The hollow Lexan®(polycarbonatgspindle used in these ex- measured torque increases with magnetic field frequency, except
periments was completely filled with ferrofluid. The spindle haf9r the water-based ferrofluid at frequencies of 500 Hz and above,
an inner diameter of 19.6 mm and a hollow chamber length $fhich show torque saturation with respect to field frequency
62.4 mm, yielding a total volume of 18.8 ninit is important that
the spindle be non-conducting and non-magnetic so that the mga- Analysis of Torque on the Hollow Spindle

sured torque on the spindle is entirely due to ferrofluid shear . . .
stress. The standard stainless steel spindle would act like an in:rhe torque on the internal wall of the hollow spindie potentially

duction motor in a time varying magnetic field due to induce as two componentsi) the torque due to surface-excess magnetic

eddy currents, which would cause additional magnetic torque pces stemming from the rapid change in magnetic properties at

the spindle and thus confuse separation of ferrofluid visco e wall-fluid interface, andi) the torque due to viscous traction
torque from induction motor torque and the action of the magnetic fluid’s couple-stress pseudodyadic.

The plastic spindle was placed so that the fluid is center rageneral, both must be accounted for when deriving expressions
along the axis of the three phase, 2-pole motor stator windi r the experimental torque applied to restrain the stationary hol-

(uniform magnetic field source in the absence of ferrofluitth 16w spindle.
inner bore of 78 mm diameter and magnetic core height 63 mm.5.1 Surface-Excess Magnetic Torque. The surface-excess
The magnetic fields in the motor stator winding were generategagnetic torque at the wall-fluid interface may be conveniently
using sinusoidally time varying currents with the appropriatgbtained by evaluating the jump in the “magnetic stress” tensor
phase differences to create magnetic fields that rotate clockwisg@r the so-called Maxwell stressicross the wall-fluid interface.
counterclockwise. Use of this mathematical technique circumvents the need to know
Measurements were taken at frequencies of 5, 10, 50, 100, 5§ exact distribution of magnetic fields in this region with rapidly
1,000, 2,000, and 5,000 Hz with an input current of 0, 1, 2, 3, 4arying magnetic properties. The Maxwell stress applicable to an
and 5 Amps peak. In the 2-pole stator, each ampere of peak infdompressible ferrofluid is given 1,29
current corresponds to a uniform external magnetic field of 26
Gauss rms. These magnetic field measurements were made in the
absence of ferrofluid, and therefore reflect the external magnetic

field and do not incorporate the demagnetizing effect of the fevr\fherel is the identity tensor
rofluid. Over the space occupied by the ferrofluid filled spindle, We are interested in determining thiedirected shear stress

the external magnetic field increased from the radial center of the

winding by less than 2% at 10 mm radius with negligible variatioyﬁor?;%ﬂ?igt ?nu dﬁ;%\};ﬂ#g%géﬂgy d?ggg dsgc?;s toenn;r(l)trig(f)r?r?g the
over angle from zero to 360 degrees. In the axial direction t & P P

S - A nsequence as it does not contribute to zkdirected torque,
magnetic field decreased from the axial center of the wmdlng_ hich Ci1s the experimentally measurable quantighe 0—direc1ed
less than 18% at the top and bottom of the iron core of the wing-

ing, 31.2 mm above and below the axial center of the Winding_surface-excess magnetic force per unit area on the cylindrical wall

. M . . . .
For higher frequencies, some trials contain fewer data poinfd. FadiusR, f5', is given by the jump in the#-component of the

This is either because the torque was outside the maximum op¥@xwell stress

TMZBH - = joH2l; B= puo(H+M 12
2 Mol h Hol ) 12)

ating torque range for the Brookfield viscometer or because the fM=TM(r=R")—TM(r=R"),

voltage across the motor winding terminals was too high for safe v r r

operation. With an applied current at frequerfeythe inductive =(B/Hp)|r—r+—(BHp)|,—r-- (13)
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Fig. 3 Torque required to restrain the ferrofluid-filled plastic spindle as a function of magnetic field amplitude at various frequen-
cies for the (a) water-based and (b) Isopar-M ferrofluids in a clockwise rotating uniform magnetic field generated by a two-pole
induction motor stator winding. Interpolating lines have been added to aid the reader in distinguishing trends in the data

However, the jump conditions on the magnetoquasistatic field re-5.2 Viscous Torque and Couple Stress. The torque on the
quire that the normal component Bfx), B, , and the tangential spindle wall due to ferrofiuid flow immediately proximate to it
component ofH(x), H,, be continuous across the wall-fluid in-arises through two contributioné) the torque arising due to the
terface, therefore, no surface-excess magnetic force results in (W& qus traction on the wall ar(dl) the torque due to gradients in
azimuthal direction particle spin, embodied in the couple-stress pseudody@dihe
f’g' =0. (14) first contribution is that familiar to fluid mechanics and arises due

. . . to.the Cauchy stres§ in the suspension, albeit modified to ac-

Because there is no surface-excess magnetic force in the azi- . . . o
unt for antisymmetric stresses. The second is an additional con-

muthal direction, there is no surface-excess magnetic torque Gt h . t the ferroflui
the cylindrical container wall. tribution due to the structured continuum nature of the ferrofluid
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Fig. 4 Re-plot of Fig. 3 torque data as a function of magnetic field frequency at various magnetic field amplitudes for (a)
water-based and (b) Isopar-M ferrofluids
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Fig. 5 Comparison between torque experimental measurements and predictions (solid lines ) of (18) for the water-based ferro-

fluid (obtained using x=0.65, »=7X10"% Nsm~2, {=1.4X10"%3 Nsm~2, 7=10"% s, and x=100). (a) Corresponds to clockwise
rotation of the magnetic field and  (b) corresponds to counterclockwise rotation of the magnetic field

suspensior[30,31]. In vector form, the torque on a surfa& 4 R2\ 12
relative to an arbitrary origi®, from which the position vectax = (_77 _,) , (21)
is drawn, is given by (n+8) =n

_ respectively. In(18) and(20), 15 andl, are modified Bessel func-
Lo= J'SXX(dS'TH J'SdSC. (15) tions of the first kind and order 0 and 2, respectively(24), R
) . ) =9.5 mm is the internal radius of the hollow spindle ayidis the
The dynamical quantities and C are functionally dependent spin viscosity of the ferrofluid. No rigorous theoretical or experi-
on the gradient of the velocity field, the spin, the gradient of thgental estimates of the value of are currently available. In-
spin, and a series of phenomenological material parameters, fhe

led vi " h d St bulk d ad,n’ is commonly assumed to be negligibly small, which
so-called viscositiesy (shear dynamic viscosity A (bulk dy-  50ears plausible based on scaling arguments which assume that
namic viscosity, ¢ (vortex viscosity, %' (shear spin viscosijy

n' is proportional to the particle-scale dimension squared. How-

and\" (bulk spin viscosity ever, we note that this is not strictly the case, as explained further
T=—pl+7[VV+VV ]+ \[V-V]l + & [VXV—2w], in[33. _ _
As mentioned before, a regular perturbation expansion scheme
(16) . .
) . in the parametef);7 was used to obtain these results. As such,
C=7'[Vot+Vo'|+\[V-0]l. (17) (18 corresponds to rigorous solution of the governing fluid and

Applying (15) therefore requires knowledge of the velocityand Magnetic field equations to second order{kr. This regular
spin, w, fields present in the flow. perturbation expansion ensures that the equations of ferrohydro-

A rigorous, regular perturbation analysis of the coupled ferrglynamics and Maxwell's equatiofs,33] are rigorously satisfied,

hydrodynamic problem corresponding to our experimental sen‘ﬁl‘ﬁthc’“t neglecting the effects of spin/magnetization coupling in

has been madg31], yielding v=uv ,(r)i, and w= w,(r)i,. With the magnetization relaxation equation or the demagnetizing fields.
these results and usin@6) and (17), the axially-directed(z

However, because of the parameter expansidi in, this analy-
directed torque for our experimental situation is

sis is only applicable when
moxH? (n+0) 1o(x) o THOXH 22)
27 7* lo(k))’ 2

18) 5.3 Comparison With Experimental Observations. Fig-
whereV; is the volume of ferrofluid(; is the radian frequency of ures 5 and 6 compare our experimental observations of Figs. 3 and
the magnetic field with rms amplitudd, y is the magnetic sus- 4 to the predictions of18). The parameters used in obtaining Fig.
ceptibility, { is the vortex viscosity, which may be estimated fron for the water-based ferrofluid ape=0.65, 7=0.007 Nsm 2,

[32] {=1.4x10"3 Nsm 2 (obtained by correcting the previously ob-
(= § ® (19) tained magnetic core volume fracti@hfor the effect of adsorbed
2 To%h: dispersant layers by adding 2 nm to the particle radius to account

where ¢, is the hydrodynamic volume fraction of suspended paFQr the surfactant layeyV,=18.8 cni, «=100(anad hocvalue,

H H r_ — 11 — —5 H H
ticles, 7, is the viscosity of the suspending fluid, amd and resulting iny’=4.2x10" " Ns), and7=10"" s (adjusted to im-
are defined parameters, given by prove agreement with experimental observatiolbe parameters

used in obtaining Fig. 6 for the Isopar-M ferrofluid gye=2.2,

Lo=—2QmxpmoH?Vi{ 1—

o — l2(x) (20) 7=0.011 Nsm?2, /=2.0x10"2 Nsm 2 (again corrected for sur-

lo(k)’ factan), V;=18.8 cnt, =100 (an ad hoc value, resulting in

and 7'=6.1x10"' Ns), and 7=2%10 ® s (again adjusted to im-
Journal of Fluids Engineering MARCH 2004, Vol. 126 / 203
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Fig. 6 Comparison between torque experimental measurements and predictions (solid lines ) of (18) for the Isopar-M ferrofluid

(obtained using x=2.2, =11X1073 Nsm~2, {=2.0X1072 Nsm~2, 7=2X107% s, and x¥=100). (a) Corresponds to clockwise rota-
tion of the magnetic field and  (b) corresponds to counterclockwise rotation of the magnetic field.

prove agreement with experimental observatiolote that for essary in analyzing experiments using the water-based ferrofluid.
the values ofk>1, such as we have assumed here, we are effetiae large difference i for the two ferrofluids may also be the
tively in the zero spin viscosity limit, for whickil8) reduces to  reason for the discrepancy. More detailed experimental and theo-
2 retical investigations, which should shed light on the observed
Lo,= _ZQfTXMOHZVf[ 1— M] . (23) discrepancy, are currently underway. _ o
’ 2¢ Although we cannot directly observe ferrofluid flow inside the
The fitted values of- for the water-based and Isopar-M ferrof-0Padue spindle, one could argue that the measured torque arises
luids are in agreement with the Brownian relaxation times of5lué o shear stresses at the fluid/spindle boundary, and hence is a
tained in Section Zshown in Table 2 and within the calculated result of bulk flow in the fluid. Referendd 5] argues that surface

effective relaxation time range. This indicates that for our meslresses occurring at a ferrofluid/air interface, rather than stresses
surementsyy> 7 ’ occurring throughout the volume, are responsible for magnetic-

Examining Figs. 5 and 6, we find reasonably good agreemél Id-induced flow. Therefore, according to this presumption, in
between measured torqueé and those obtained from our the absence of a free surface there should be no ferrofluid flow
especially for the lower applied field frequencies. For applied fie d consequently, using a stationary spindle in the viscometer

frequencies higher than 500 Hz we find poor agreement indicatifigiuP described above, there should be no torque. The measure-
perhaps other physical phenomena unaccounted for in our an ents presented herein show that there is indeed significant torque
sis. ithout a free surface and ostensibly some manner of flow arises

Figures 5 and 6 also show low torque d&tal0 uN-m) and Inside the fluid.
fitted theory for counter-clockwise magnetic field rotation.

Based on the estimates provided above for the associated ph)ﬁ&iknowledgments
cal parameters in22), we havee=0.35 for the water-based Th h ful Prof. H dB 4D
ferrofluid ande=0.16 for the Isopar-M ferrofluid, when the ap- € authors are grateful to Prol. Howard Brenner and Dr.
plied field strength is 140 Gauss. Higher order terms mig onald E. Rosenswglg for insightful and stimulating dlscu55|on§.
be relevant in the analysis of the water-based ferrofluid data ty R was supported in part by a Graduate Research Fellowship
cause of its high value of. The effect of higher-order terms and' o™ the U.S. National Science Foundation. This research is sup-
the analysis beyond the range specified2@) is left to future ported by the U.S. National Science Foundation Grant #CTS-

communications. 0084070.
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NewJerseyIngthtz?Tte';Enlgllgg?/ Numerical IVIOdEIing Of Formation
e.s.ceskin § of High-Speed Water Slugs

New Jersey Institute of Technology,
Newark, NJ 07102-1982

Phone: (973) 596-3338 The objective of this work is to investigate acceleration of a water slug by the powder
Fax: (973) 642-4282 explosion. The process occurs in a device termed the water cannon, which entails a barrel
e-mail: geskin@nijit.edu with an attached nozzle. The explosion products expel the slug from the barrel at an
extremely high speed. Due to the acceleration in the nozzle the speed of the slug signifi-
G. A. Atanov cantly exceeds that of a bullet driven by the similar explosion. The computational proce-
Donetsk Open University, Donetsk, Ukraine dure was used to evaluate the pressure, velocity and density fields in the course of slug
acceleration in the x-t space. The procedure is based on the finite difference method and
A. Semko the method of characteristics. The initial water velocity and pressure are assumed to be
University of Donetsk, Donetsk zero. The pressure at water-explosion product interface is determined by the conditions of
the powder combustion while the pressure at the water-atmosphere interface is equal to
B. Goldenberg zero. The results of the computations enable us to explain the peculiarities of the opera-
New Jersey Institute of Technology tion of the water cannon and to optimize device des[@OI: 10.1115/1.1669421
1 Introduction dp  ou (é’p 1 &F)
. . . . —+p—+Uul—+p=—|=0 (1b)
Super-high speed water slugs termed the impulsive water jet at X X F ox
(IWJ), constitutes an efficient material removal tools. A water slug
impacting the material surface at the speed above 1.5 km/sec af- P+B
fects the substrate similarly to a charge of an explosive deposited - —const (®)

on the substrate surface. In fact, IWJ can replace explosion in P
mining, rocks breakages, structure demolition, gte:3,5. Vari-  The systen(l) includes the dynamic equations of the momentum
ous modes of energy injection into water can be used for IWand mass balances and the constitutive equation of the one-
formation. During the explosion an expanding gas cavity is gefimensional isentropic water flow. Validity of the equatitit)
erated. The fast moving boundary of the cavity impacts wat#tas demonstrated by Atangt] on the whole range of the pres-
similarly to the piston and expels the water slug from the barrélres generated in water cannon. These equations take into ac-
via a tapering nozzle. The water slug is accelerated similarly tocQunt the change of different parameters due to temperature
conventional projectile expelled from the barrel in the course ¢hange in the adiabatic process. Initial velocities and pressure in
explosion. Additional acceleration is due to the fluid converging ithe barrel are assumed to be zero. The pressure at the gas-liquid
the nozzle and to the compression waves developed in the fluidinterface in the course of the process is equal to the pressure of the
was demonstrated that the maximal fluid velocity is attained if tfg@mbustion product, while the pressure at free surface separating
slug maintains a free surface in the course of explo§idn A the liquid and the atmosphere is equal to zero. In the performed
device where this condition is met is termed the water canné@mputations the origin of the space coordin@te axisx) is the
(Fig. 1. entrance of the nozzle, while the origin of the axi&ime) is the

The following phenomenological model describing the watgnoment of combustion start. Thus the initial and the boundary
cannon operation was suggested. In the course of the fluid acsginditions of the syster(t) are defined as:
eration the compression waves develop in the fluid during the _ _ _ _
impact as well as during the flow through the converging nozzle. Lon<X<=Lpntl, ux0=0, p(x0=po,
The compression waves are reflected from the free su(fagced- P(x,00=0, P(—Lp,,00=Pg 2)
atmosphere interfages the rarefaction waves. The formation o
the rarefaction waves at the free surface as well as the superp
tion of the compression and rarefaction waves within the sig
body accelerate the front portion of the slug and decelerate

Ljsﬁing the isentropic equatiaiic) number of variables in the first
0 equations can be reduced to two and the sygtBntan be
uced to the form of:

rear portion[1]. Such redistribution of the impact energy in the ou 9 fur pnt
fluid enables us to generate high-speed liquid projectiles. A nu- EJF ﬂ_x(7+ n—l) =0 (3a)
merical technique suitable for evaluation of the conditions of the
slug formation in water cannon is discussed in this paper. au 9
EPF + 5 uF=0 (3b)

. Equations(3) are written in non-dimensional form. Sound speed

2 Mathematical Model and density for water at normal conditions and barrel length were
A numerical technique describing the velocity and pressurssed for scaling. Integration of systef8) over an arbitrary do-

fields in the water cannon in x-t space was suggested by Atanmain in the x-t space yields:

[1,4]. The process in question is described by the system

au 9 (uz pht
au  gu  10P L ot T x| 2 T pzg) [dxdt=0 (4a)
4t y—_—=-—-—
gt T Uax T pax (1a)
au J
— pF+ —uF|dxdt=0 (4b)
Contributed by the Fluids Engineering Division for publication in ticeJBNAL ot oX

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . . .
January 15, 2003; revised manuscript received October 30, 2003. Associate Edi'c'clﬁre.A is the area of integration. Using the Green formula we can
D. Siginer. rewrite system4) in the form of:
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Fig. 1 General schematic of the water cannon l—powder 2
charge, 2—water load, 3—converging nozzle uinp"‘1’2= const (&)

These equations were suggested by Godybv
uz pnt The finite difference method implies thatand p are constant
udx—| 5+ —=|dt|=0 (58)  on the lateral sides 1-2 and 4—3. These values arid p on the
2 n-1 ; ; -
lateral sides of each cell are calculated from discontinuity decom-
f[ pFdx—upFdt]=0 (5b)  position using equations of characteristics: The values on the next

) . . . time layer are to be found.
The computational procedure involved numerical solution of the 5 point of discontinuity (the node of the gridis a common

system(5). The technique is based on the finite difference methagint o the characteristic of the first family, of the characteristic

while the method of characteristics is used to relate fluid propelf the second family and the lateral side of the grid. Thus, the
ties at thet andt+ At intervals. Such approach was S”ggeSteQ)llowing equations hold: ' '

earlier by Godunoy5]. The process domain was approximated by
a trapezoidal grid with a constant number of x-steps equal on each ne12 1
time level(Fig. 2). The example of a grid cell is shown in Fig. 3. Up— n—1P1 =U- EROH (72)
Here the horizontal lines represent the state of water at time in-

stancest and t+dt. As the slug moves within the converging n_1o _1

nozzle its length changes and so does the length of the horizontal U= =7P2 U- n—-1 Ro" (70)
sides of a cell. . ) )

The distribution of the velocity and density in the slug are agJsing systent7) the value of velocityU) and density Ro) at the
proximated by step functions of that change over time. Then lateral sides can be determined as follows: For titishould be
boundary between two cells that are nodes at Figs. 3 and 4 Cgﬁﬂlmently small so that characteristics do not intersect the lateral
stitutes a discontinuity ofi andp functions. The collapse of theseSides.

§

discontinuities results in the emanation of two characteristics de- 1 2

scribed by the equations: U=>|upt+u,— m(p?‘”z— pg—lfz)} (8a)
dx
_:uipnflIZ (6a) n— 1 ~ B 2In—1
dt Ro=| = ——(U1—=Up)+ 5 (p] Y2+ p3 ") (80)

Using values ofJ andR o obtained in(8) we can relates andp at
the time instancesandt+dt [1,2]:

A A
' IREEARNANAR! o
B ] ] ] u _A_l[um+1/2A2_dt(Cm+l_Cm_Um+1Wm+l+Ume)]
- FIRERENRTARRNRNIR o
S : "
1 LU 70y
- T 7 P Vo= = [Fipps 18— dH(RUF) i — (RUF),
e 777 ulhs
£ i VLT —(RFW) ,+(RFW) )] (9b)
01 /7//,//;’//4;/]/{’/,//// 7 /:, m m
i I 7
77777 I
7 ce
Iy side
R o ;
W characteristic | .
WL ' chargdteristic
0 i (L L L L L L L s
-0.1 0 0.1 ) 1
X, m
Fig. 2 Schematic of the mesh Fig. 4 Schematic for Eq. (7)
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Uz Ro? The experimental results are given in the Table 1. The pendu-

Ci= 5 + e (9c) lum deviation is determined by the jet momentum, which is a
n rather stable integral process characteristic, while the laser an-
W,,= (XM= x,,,)/dt (od) emometers show the pulsating instantaneous values of the jet ve-

locity. As it follows from the table the average measured the ve-
Where: locity of the water at the distance of 8 cm from the nozzle exit was
Fi, Fu, Fn, andFp,., are the average values of nozzle crosstogo my/s with deviation of-70 m/s. The average deviation of the
section area corresponding to the sides of a te#, 2-3, 1-2  pendulum was 14.5 deg with the error of 0.5 deg or 3.5%. The
and3-4 respectively. . . suggested computational technique was used to determine the wa-
A computer code has been developed for simulation of watgs; yelocity variation at the exit of the nozzle. The computed value

cannon operation using this schefigs.(8) and(9)). A block of  of this velocity was 1,070 m/s.
code modeling gunpowder combustion was also included in theThe calculated slug impulse is equal to 122sNvhich brings
program. It was assumed that the process of powder combustioBfigut pendulum deviation equal to 17 deg. Taking into account
stationary and uniform and the rate of combustion was propGfg|ocity loss in air, calculated from the tablevy v,)/v;
tional to the pressure in the combustion chamber and average arggoos—15.5% inpulse loss becomes 11%. This results in 2 deg
of the powder grain surface. The process duration enable USsf@aller angle of pendulum deviation, i©~=15 deg. The com-
disregard energy losses on heat exchange in the combustion chafiison of the experimental and predicted values of the water
ber and the barrel. velocity and momentum show that the suggested computational
technique is sufficiently accurate and can be used at least for

3 Experimental Validation of the Computational estimation of process conditions.

Results

The following experiment has been carried out in order to vali-
date the developed computational procedure. The schematic of the
experimental setup is shown on Fig. 5. Water slugs generated by .
the water cannon impacted a pendulum located at the distance of Case Studies
1.2 m from the nozzle. The velocity of the slug prior to the impact The developed computational procedure was used for examina-
was measured by the lasers transit anemometers located attitve of the cannon operation. The distribution of the velocity and
distance of 8 cm and 110 cm from nozzle exit. In the course pfessure along the barrel and nozzle at different stage of the water
experiments the process conditions were selected as following: thepulsion was determined and used was evaluation of the opera-
barrel diameter-32 mm, the nozzle exit diameterl.5 mm, the tional process condition$]. An example of such computation is
nozzle length—70 mm, the powder charge30 g, the water load shown on Fig. 6. The further application of the developed tech-
—230 g. The mass of the ballistic pendulum was 110 kg while theéque involved process optimization. The developed system of
pendant length was 1405 mm. equations is being used as a block of a procedure for optimization
of the cannon design. The example of such analysis is given in
Fig. 7. The objective of this analysis was the optimization of the
nozzle configuration. It was shown that the replacement of a coni-
cal nozzle geometry by two converging cones enables us to in-
crease the maximal value of the jet momentum. Figure 6 show
optimal relationship characteristic of nozzle geometry. Here axis x
shows the length of the first cone, while the total nozzle length of
the nozzle is constant, and axis y shows cones intersection radius,
axis z shows effective momentum integ(gig. 8).

[]3 []2

5
Ro, kg/L]
1100.85
l 1054.02
1007.19
960.364
913.535
Fig. 5 Experiment Schematic 1—water cannon, 2—first veloci- 866.706
meter, 3—second velocimeter, 4—ballistic  pendulum, ?/Qgg
5—impulsive water jet om o1
679.39
632.561
585.732
538.903
. 492,074
445.245
Table 1 398.416
351.587
Vy, m/s, V,, m/s, jet 0, deg 304.758
jet velocity at 8 velocity at 110 pendulum e
cm from the cm from the deviation angle, '
No. nozzle exit nozzle exit deg
1 1020 912 14
2 1219 1107 15
3 1063 1068 15 . o ) )
4 1111 1068 14 Fig. 6 Distribution of water velocity during the process of 200
5 980 939 145 g slug flow in the nozzle. Point of origin is shifted up to the
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Fig. 7 Effective slug impulse versus connection nozzle radius
and position of the connection

u, m/s
p, MPa
Uow | outlet
100 Y-
P11
{
f
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\ s
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2 1. 5
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Fig. 8 Velocity of inflow  (into the nozzle ), outflow (on the exit
of collimator ), pressure at different points of water cannon ver-
sus time. l1—uvelocity of inflow (inlet) and outflow (outlet)
2—pressure of powder gases in the combustion camera (x=
—450 mm) 3—pressure in the middle of the water cannon (x
=—200 mm) 4—pressure in the nozzle inlet  (x=20 mm, nozzle
length—70 MM ) 5—pressure in the collimator inlet  (x=75mm,
collimator length 60 mm ).

5 Concluding Remarks

The numerical technique for predicting the properties of the

result of the use of this model correctly represents the known
process features. The obtained values of the pressure and velocity
correspond to the available experimental data. At the present the
model is being used to optimize the cannon design and conditions
of its operation. The further improvement will include analysis of
the formation and development of shock waves. The effects of the
fluid viscosity and the boundary layer on the slug formation will
also be accounted for.
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Nomenclature

B = constant equaB=304.5 MPa
nozzle cross-section areaZm
L = water load length, m
barrel length, m
n = water adiabatic constan=7.15
pressure, MPa
p = density, kg/n
po = water density at normal conditions, kgim
Ro = water density on the lateral sides of the grid cell
® = pendulum deviation angle, degre@able 1
t = time, ms
u = velocity, m/s
U = water velocity on the lateral sides of the grid cell
V = water velocity at a given distance from the nozzle
exit, m/s(Table 1
V, = water velocity at the distance of 8 cm from the
nozzle exit, m/qTable 1
V, = water velocity at the distance of 100 cm from the
nozzle exit, m/s
W = water velocity at a grid node
X = space coordinate

Superscript index indicates values at the next time I€kgb.
(N—(9)

Subscript index indicates values at the previous time level
(Egs.(7)—(9)
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« e comers | USE OF ResiN Transfer Molding

: raniaine | OlMulation to Predict Flow,
a.c..ong | Saturation, and Compaction in the
c.o.ruid § VARTM Process

School of Mechanical, Materials,
Manufacturing Engineering and Management, The present paper examines the analysis and simulation of the vacuum assisted resin

University of Nottingham, U.K. transfer molding process (VARTM). VARTM differs from the conventional resin transfer
molding (RTM) in that the thickness of the preform varies during injection affecting
permeability and fill time. First, a governing equation for VARTM is analytically devel-

P. Simacek oped from the fundamental continuity condition, and used to show the relation between

parameters in VARTM. This analytical work is followed by the development of a numeri-

S. G. Advani* cal 1-D/2-D solution, based on the flow simulation software LIMS, which can be used to

predict flow and time dependent thickness of the preform by introducing models for com-

Department of Mechanical Engineering, paction and permeability. Finally, the results of a VARTM experimental plan, focusing on
Center for Composite Materials, the study of the influence of outlet pressure on compaction and fill time, are correlated
University of Delaware, USA with both the analytical and the numerical work. The present work also proposes an

explanation for the similarities between VARTM and RTM and shows when modeling
VARTM and RTM can result in an oversimplificatigiOl: 10.1115/1.1669032

1 Introduction the developed tools. This study also illustrates the fundamental
differences between VARTM and RTM and identifies the situa-
tions under which one may have to address the pressure dependent
r[ﬁ[soperties to obtain a viable solution for VARTM process.

Vacuum Assisted Resin Transfer Molding or VARTk4lso
known as VI, SCRIMP™, VM, RIFT, etg.is used widely as an
alternative to open mold techniques to produce large compone
VARTM employs a single mold tool, with the reinforcement en- .
closed by a membrane sealed onto the mold to close the cavity?A VARTM Literature
distribution medium with a high in-plane permeability is usually The VARTM process has been continuously developed for more
placed on top of the reinforcement to accelerate the in-plane flofan half century, from the 1940s with Marfb] through the later
Air is extracted from the cavity and the atmospheric pressure ogatents by Smith2] and Greerf3] in the 1950s and 1960s up to
side the bag compresses the reinforcement onto the mold, &$kmann’s SCRIMPT#4]. Despite of this, as Williams et 5]
resin is then drawn into the mold. The process is shown schemajbinted out, in the mid 1990s, this process’ development is slow
cally in Fig. 1. when compared to other liquid molding techniques such as resin

The flexibility of the vacuum bag introduces a novel aspect ngtansfer molding RTM).
present in RTM: the fluid pressure field that induces flow also Several experimental and analytical studies have since been
modifies the local compaction state of the reinforcement and ulfublished on VARTM. Hammami et g6] discussed a 1-D model
mately alters permeability. As fluid pressure changes due to tlising Darcy’s law, assuming elastic equilibrium in the cavity dur-
movement of the flow front, so does the compaction pressure i filling. Calado et al[7], Luce et al.[8] and Andersson et al.
the reinforcement, which leads to variations in porosity and pg®] showed the role of flow enhancement layers to reduce filling
meability. This is illustrated in Fig. 2. time. Andersson et al. also demonstrated that the lubrication of the

In addition flow is inherently 3-D, as fluid advances most raffibers and the time dependence of their compressibility have to be
idly within the distribution medium and then flows throughconsidered when modeling vacuum infusion. Different models
thickness to impregnate the reinforcement. These aspects shgiishosed in the literature, such as Han ef &0 and Hammami
be considered when developing a flow simulation for VARTM. et al.[6] have been developed for this process. In-depth detailed

Throughout this paper, RTM is referred to for comparison pufeview of vacuum infusion can be foundi8—13). The modeling
poses. RTM process is significantly better understood than tsevacuum infusion with distribution media involves further com-
VARTM and it has been in use for some time. Modeling tools foplications and has been approached by Kang ef®] and
RTM process are readily available. Moreover, RTM is equivalemnderson et al[15].
to VARTM for an incompressibléor, practically, very stiff pre-
form and without the use of a distribution media. 3 Modeling

Hence, we discuss the analysis of VARTM, beginning with ana- i ' ) )
lytical studies of 1-D cases which serve as a building block for the In this section we will examine the flow through deformable,
development of a 2-D software simulation, based on the adapBgrous media. First, we will derive a simple analytical model for
tion of a mold filling software, Liquid Injection Molding Simula- 1-D flow. Then, we will examine how to adopt the existing RTM
tion (LIMS) developed at University of Delaware. Additionally,simulation tool to model this flow numerically.
an experimental study is presented which validates the concepts °§.1 Analytical Modeling. In-plane flow through a porous
medium can be modeled using Darcy’s law, which for 1-D flow in

*Corresponding author; e-mail: advani@me.udel.edu the x-direction agives fluid velocit as:
Contributed by the Fluids Engineering Division for publication in ticeJBNAL 9 Y laX) '
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division K dP
March 20, 2003; revised manuscript received October 30, 2003. Associate Editor: u,=—— Q)
D. Siginer o podx
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Inlet . 1,/‘\ Vaga““m [ Auxiliary models No
ﬂ - 9 * to find K(P) and h(P)
D [Update h, Kand @
Tacky tape seal Mald e
Advance the flow front |_|
LIMS

Fig. 1 VARTM mold assembly

Fig. 3 VARTM algorithm used in Liquid Injection Molding
) ) o o ] Simulation (LIMS) LBASIC script
whereK is the reinforcement permeability, is the fluid viscosity,

and P is the fluid pressure. Following the analysis of Gutowski
et al.[16] the continuity equation for 1-D in-plane flow in a com-
pacting porous medium is:

dh B d(u.h)

uid injection molding simulation, developed at the University of
= (2) Delaware. LIMS can be described as a dedicated finite element/
at (28 control volume based simulation of flow through porous media,
whereh is the local material thickness ands time. This expres- capable of analyzing both 2-D and 3-D flo7,18. LIMS 5.0
sion differs from that used for flow in an incompressible mediurf}aS @ built in scripting language, LBASIC, which was added so
(for example in RTM. Combining Eqs(1) and (2) for a constant that boundary conditions could be modified during the simulation
viscosity fluid: [19,20. As is the case with other FE based simulation packages, it
oh 9K\ gP 9°P
K-—+h-—|—+h-K-:

and porosity values and boundary conditions to carry out the
atow @) simulations[21].

. . . ) The use of an established RTM software was preferred over the
Since both thickness and permeability are functions of pressuggwelopment of a stand alone VARTM numerical simulation due
which is a function of position in the molk(h[P(x)] and o in essence, the long development time that would be necessary
KIP(x)]), equation(3) can be recast as: to produce a proven numerical design software package. In fact,

Jh 1 Jh IK\ [oP\2 2P due to the extensive research that has gone in to the development
_—=— (K~ —+h-—|-|—]| +h: K(—z) (4) of many of today’s RTM simulation packages it would hardly be
a u 9P dPj \ox ax possible to reach the same level of sophistication in a short time.
The Eq.(4) does not feature partial derivativestondK on x. One of the main advantages LIMS presents over other packages
Pressure remains constant if it is calculated not at the positagn in this case is its extensive scripting capability that allowed the
a point inside the flow but at its relative location between the inlgacorporation of VARTM’'s compaction peculiarities in the ap-
and the flow front. For example, pressure is constant midwayoach.
between the inlet and the outlet, even though the physical locationin order to simulate VARTM's flow through a compressible
of the mid-point changes at each moment. This stems from therous medium, the software is required to updates thickness,
fact that permeabilityK is a function of thicknessh. One- porosity and permeability locally as a function of compaction
dimensional fluid pressure field can therefore be solved once apr@ssure. This is accomplished through an LBASIC script, which
scaled with flow front movement. is able to apply the required changes and check iteratively for
Mathematically this is achieved by performing a variable sutgsonvergence by re-solving the pressure field under the new con-
stitution @=x/L whereL is the instantaneous flow front position.ditions. The flow front is then advanced and the procedure is
In this a-referential scaling, the flow front is located at=1 repeated. A schematic representation of LIMS’ LBASIC algorithm
while the inlet is ate=0 regardless of time. Assuming that onds shown in Fig. 3.

is necessary to supply a meshed geometry, preform permeability
oh 1
"X x| ax d

can ignore rate effects, equatié#) can be written as: Through the use of auxiliary compaction and permeability mod-
) 2 els the calculation of flow in the compressible medium for cases

_ (37 a )d_h+ id_K (d_P _ d P) (5) involving 1-D or 2-D shell components in LIMS becomes pos-
h [h],=1/ dP K dP|\da da? sible. Furthermore, the two proposed methodologies are funda-

. . . . - . mentally different form each other. The analytical approach solves
Equation (5) can be solved using an iterative finite difference g . . . )
method to compute the pressure field, from which flow front prqa stand-alone equation, while the numerical approach involves an

gression can be determined using Darcy’s law. ndependent computation mechanism, which is iterated by a con-

trolling script. By comparing the simulation results with the ana-
3.2 General Solution of VARTM Using LIMS. All nu- lytic solution one can draw conclusions about the use of RTM
merical research presented here was conducted using LIMS: I&inulations for modeling flow in VARTM. The solution to flow
and compaction in VARTM, whether analytical or numerical de-
pends on the existence of external auxiliary constitutive models
for thickness and permeability as function of compaction pressure:
Inlet Atmospheric pressure Outlet h(P) and K(P). The next subsection discusses these auxiliary
models, specifically the ones used to obtain the results.
A A

3.3 Compaction and Permeability Models. Important
physics in any model of VARTM is the permeability/
compressibility and pressure relationship. This is expressed by the

Flow front _’| use of a compaction model and a permeability model. These can
be seen as separater modulay fitting functions, which can be
replaced or adapted at any stage and do not form an intrinsic part

Fig. 2 Effect of fluid pressure on compaction in VARTM of the flow model.
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Table 1 Compaction model data from reference [22] 100 -
Material Type layers i B 90 1 ° N * VARTM Analytical
NCS Stitched bi- 6L 0.11000 0.126 ol — VARTM LIMS
81053 directional 3L 0.06780 0.170 . ---- RTM Analytical
Vetrotex 6L 0.02090 0.216 70 -
U101 Random 3L 0.01850 0.251 I~
Vetrotex 6L 0.00539 0.301 £ 60 -
us12 Random 3L 0.00504 0.316 2
2 50 -
g
o 40 -
Compaction Model. As reported by Robitaille et a[22] the 10
compaction of fibers can be described by an empirical power law
(6), which relates compaction pressure and volume fraction of 20 -
fibers (v;). Note that compaction pressurBd,,,) is seen as the 10
difference between the fluid and atmospheric pressures.
vi=vfoPonp 6) 0 ' ' ' ' '
. L 0 02 0.4 0.6 0.8 1
Note also that essentially due to lubrication, dry and wet com- Relative distance between inlet and outlet ¢ [-]

paction behaviors are different, and thereferg—the fiber vol-

ume fraction at a compaction pressure of 1 Pa—and stiffenimy. 4 Pressure field according to LIMS modification to ad-
index (B) will reflect this difference. Since the model applies talress VARTM, analytical and RTM models for 6 layers of NCS
the saturated part of the mold, wet compaction data should 853 noncrimp glass reinforcement

used.

Permeability Model. The most common and easy to use
Kozeny-Carman equation, which is used to relate permealsility analytical model, the Kozeny constant should not affect pressure
to fiber volume fraction for oriented fiber§f) was employed. distribution. It does affect the flow velocity and hence the fill time.
(1—f )3 Compaction data_was _obtained frqmzlzs].
K=k ——5— ) Furthermore, Fig. 4 illustrates the differences between VARTM
and RTM pressure fields. Secondly, the analytical solution using

Here, the Kozeny constaitis determined experimentally and Ed- (5) is almost identical to the numerical implementation using
reflects the geometry of the reinforcement. For our fabkiggas e LBASIC script in LIMS with the approach illustrated in Fig.

chosen as & 10~ m2. This equation does not represent the be3: Finally. it should be emphasized that, as a consequence of ne-
havior with complete accuracy but was chosen for its simplicit lecting th_e compaction rate effects _the pressure f'elq behln_d the
[22]. Combining Eqs(6) and (7) it is possible to obtain perme- MOW front is constant in timeéwhen distance is normalized with
ability as a function of compaction pressure. respect to the filled lengih .

Thickness function of pressure is derived from E&).and from Table 2 shows the average relative error between LIMS and the

an expression for fiber volume fraction that can be obtained usifl alytical solutions in 1-D simulation with 100 nodes. The low
the values of area density of the reinforcem&nand bulk density error values show_that both approaches are mt_ercha_ngeable which,
of glassp: because of the simpler nature of the numerical simulation, ex-

pands the analysis possibilities to 2-D cases.

vf

B Sy
_p'Vfo'PB (8)

comp 4.2 Experimental Validation: Time-pressure Relation-

h'tgs. As it is difficult to measure the pressure field during

The results presented here focus mainly on three remforcem{?A TM during the mold filling stage. it was decided to compare

materials in two lay-up categories: 3 and 6 layers. The data use . T . ;
presented in Table 1. These auxiliary models and correspond*rtn]g experimental mold filling times with the model as a first step

data make it now possible to compare the different approachogvards validation. Future work must however study experimental

. : Kressure data since this is directly linked to the solution of the
?;sduﬁtsucjy the effect that material properties have on the model gverning equations. An example of pressure data acquisition in

VARTM can be found in the work by Grimsley et dR4]. Nev-
ertheless, one can still measure inlet and outlet pressures of the
4 Results resin and use this information for comparison with RTM.

In this section we will examine the results obtained by the 4 21 The RTM Case.One can easily formulate the well
analytic and numerical models and consequently compare themcigyyn 1-D integral form of Darcy’s law9) which relates dis-

experimental data. The selection of materials for this work wagnces covered by infusing fluids to time when the injection is
done in order to show a relevant range of architectures and Cofyformed under constant pressure:

paction indexes which comprise of the least and most compress-
ible as well as an intermediate value.

4.1 Analytical Versus LIMS’ Numerical Pressure Field So- Table 2 Error between analytical and numerical (VARTM-
lutions. Figure 4 shows the resulting pressure fields obtainadMsS) results
using the models presented above for 1-D flow. It also includes
results for flow in an incompressible mediyie., RTM) for com-

Number of layers

parison. For the numerical analysis, 100 1zBnoded elements Material 6 layers 3 layers
were sufficient to obtain convergence in the predicted pressure NCS 81053 0.60% 0.76%
field. Absolute inlet pressure was 0.9 atg#.5 kPa. Outlet was U101 1.08% 113%
absolute vacuum and the Kozeny const&antvas equal to 5 U 812 1.47% 2.04%

X 10" m2. However, it should be noted that, according to the
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o L2 100 -

tRIM= " S5 " AP ) 90 | ¢VARTM  p=2339.81"77%
0O RTM p = 596.06 t-1

whereu, K andAP again represent viscosity, permeability and
the driving pressuréor difference between inlet and outlet pres-
sureg respectively, andp is the preform porosity. Equatio(®)
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driving pressure. In fact, since viscosity and permeability can be § 50 -
considered constant for the RTM process, one postulates that dur@ 44 |

ing filling: 2
9 g . G 30
t=C-AP (20) 20 |
Here,C is a constant which depends on preform permeability 10 ' . . a
and porosity, resin viscosity and geometfsize). This result 0 10 20 30 40 50 60

points to the essential difference between RTM and VARTM. In . .
VARTM permeability and porosity depend on pressure. In Time [min]

VARTM the power to which the driving pressure is raised will_. ) o

dependent on the compaction behavior of the reinforcement. 95 Difference in fill time vs. AP between VARTM and RTM

4.2.2 The VARTM Case.As previously mentioned, earlier
work by Gutowski et al.[14], Hammami et al.[6] and others
showed that for VARTM, the governing equation can be written as L2 1
equation(2). As was shown, the pressure field can be determined tyARTM= — .
by iteration of(5) and takes on the typical nonlinear form that can 2:AP Cg[Kla=1
be observed in Fig. 4. Note that a typical pressure field would be

a line (constant gradientfrom inlet to the location of the flow  Now, by comparing equatiofi4) with RTM's equivalent equa-

front if there were no compressive effects. tion (9), one can obtain “RTM-equivalent” permeability for
One can express the pressureR{sr) wherea=x/L and, as \yARTM amalgamating the flow-front-compaction-pressure de-

the pressure gradient at the flow front governs flow advancem dent permeabilityK ],,_, with the constanC,, .

and as the pressure field in E§) is of a nondimensional nature  Tpe pressure dependent fill time relation for RTMEq. (9))

with regards to the distance from the inlet, it is possible to rewritgnqd VARTM's (Eq. (14)) can be highlighted by their respective

the volume averaged velocity of the flow front in VARTM as:  graphical forms. Assuming;,=0.11 andB=0.126 to represent

the compaction behavior of 6 layers of NCS 81053 stitched bidi-

(14)

. dP
L(t)=——————| K- — (11) rectional reinforcement and assuming for simplicity that the con-
mo¢-L(D) daf,_, stantC,=1, fill times for a 1 mlong infusion are a function of the

_ ; ; driving pressure as illustrated in Fig. 5.
hereK anddP/d« at a=1 represent the nondimensional pres= . N o
W o P ! ! b The power exponent fit for VARTM fill time is given by

sure gradient and permeability at the flow front, which remain the G0 178 | : >
same throughout the filling process. Note that in Bd) time is  tvartv=3.10".AP while  for  RTM it is trry

scaled by the term IL{t). Integrating, =3.10°.AP % o
5 Note that for the case o ,=1, the two lines intersect where
pul compaction pressure in the RTM mold equals the compaction

12) pressure in the VARTM infusiofiLE5 Pa inlet pressureFurther-

tyarTM= — T dpl
2{ " da more, VARTM is faster than RTM since permeability increases in
a=1 VARTM as compaction pressure is reduced. This in turn is ex-
wheret is the time for the flow front to reach the distariceAs Plained by the analysis of the power exponent fit coefficients. If,
can be seen, time remains a function of the square of the fl&® one hand, the multiplying term can be seen as the necessary
front position, which in turn can be accounted for the similaritglfiving pressure to fill the mold in 1 min APyarTm
between RTM and VARTM. Fill times in 1-D vacuum infusion are=2339.(1) »""%3kPa), the exponent, on the other, is related to
therefore directly proportional to those obtained with RTM; thisompaction behavior of the power law in B§). Thus, for RTM
proportionality constant, which will be referred to@g, is given the exponent must be 1 in order to satisfy Darcy’s Law for incom-

by: pressible media. VARTM’s larger exponent provides a valuable
qualitative(if not quantitative tool for differentiating the two pro-
d_P cesses.
c :tVARTM: daf, (13) 4.4 Experimental Observations in VARTM. In order to
“ trtm AP observe the sensitivity of the exponent discussed in the previous

r§_ection, an experimental plan was formulated in which 4 layers of

In Eq. (13), C, may be used in simpler cases to convert sta , . .
dard RTM simulation packages to the modeling of VARTM with-VetrOteXS 5<4 820 g/nf were infused with corm syrup of con-

out the downside of longer computational timegeded to solve stant viscosity in ea(;h experiment .bUt was Qiﬁe(ent in each ex-
the nonlinear coupled flow-compaction problerhis is possible periment. The e;<per_|m_ental_ set_up is shown in !:'g'. 6 The mold
if the software is capable of calculating, , which requires the Was 0-6<0.25[m?] with infusion introduced as a line injection on

: . ; : the left side(Fig. 7).
solution of nonlinear equations in 1-D. . . . .
q Before each experiment, viscosity was measured with a Brook-

4.3 VARTM's Fill Time Versus Outlet Pressure. As dis- field viscometer model DV-I and subsequently, these results where
cussed earlier, in VARTM unlike RTM, the driving pressure effeatised to normalize fill time and plot Fig. 8. This approach elimi-
on fill time is due to the pressure gradient and also becausengites the errors in fill time, which could exist due to evaporation
change in permeability invoked by the changes in the drivingf water from the corn syrup migwhich will change its viscosity
pressure. Therefore, it becomes important to understand VARTer the period of 24 hours
in terms of compaction effects on fill time. This can be done by Since permeability an@€, are both driving-pressure dependent,
combining Egs(12) and(13) in the fill time in VARTM is of the form
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The experimental variability which was observed in the 22 ex-
periments with the X4 woven is attributable to natural material
variations since all other experiments done in the same setup did
not show this degree of scatter. The distribution medium showed a
high degree of repeatabilititypical standard deviations of 10%
while the standalone material presented an average standard de-
viation of 22% of normalized fill time. This effect dominated the
injection of the combined materials, reducing scatter in fill time at
both the top and bottom of the lay-up.

5 Conclusions

A new numerical approach was developed for VARTM employ-
ing the liquid injection molding simulatiofLIMS) software and
its scripting capability in LBASIC which has already demon-
strated in addressing many important issues in RTM such as dual
scale fibrous media, optimization and control of the pro¢@ss-
30]. Comparing the solution with 1-D analytical prediction of fill
time, pressure and pressure dependent properties such as perme-

Fig. 6 Experimental setup. 1 resin container, 2 inlet, 3 outlet, 4 ability and thickness provided validation of this approach.
digital video camera, 5 resin trap, 6 pressure controller and 7 The results of an experimental study were shown and they sub-
vacuum pump. stantiated both the necessity of understanding VARTM’s differ-

ences and the results of the modelitgig. 9. The non-

dimensionality of the pressure field was proposed and presented
tyarTy=C-APP (15) as possible explanation for the similarity in flow patterns bet\{veen

VARTM and RTM. One can therefore use the RTM simulations
whereC andD are constants but, unlike RTND is not —1. Itis such as LIMS by coupling them with constitutive auxiliary mod-
therefore possible to conclude from Ed5) that the deviation of els for fiber compaction and permeability to estimate mold filling
the exponent in Fig. 8 is due to compaction effects on porosity afithe and distribution of fiber volume fraction in the VARTM pro-
permeability. cess.

Due to the low driving pressure in this process, most industrial
applications of VARTM use a high permeability medium to en-
hance flow, increasing the complexity of the problem. A signifi-
cant amount of work was done in the past showing that flow is in
fact dominated by the higher permeability media and that, within
certain limits, the in-plane flow in the reinforcement could be

100000¢ teeint = 81839.AP'°'1926
0.7744
t oy = 23677.4P H\,__H
5 t = 15349, Ap 0308
(2] Both(top)~ .
n“: 10000¢ \
£ ‘\l\.
B, t = 19615 AP0 2894
@ Both(bot) = .
£ 1000 t. Reinforcement
= +HPM
s Both(top)
xBoth (bottom)
100 A i PE S SN N PR 3
Fig. 7 Example of image captured during an experimental 1 10 100
injection Driving pressure [kPa]
100000 r 0.1926 Fig. 9 Experimental VARTM results for (i) 5X4 reinforcement,
%‘ tyarTm= 81839.4P (i) High Permeability Media (HPM) (iii) 5X4 reinforcement with
9 RZ = 0.8764 High Permeability Media (HPM) on top and (iv) reinforcement
g . 5X4 with HPM on both sides
£
3 = 1D VARTM compressible
T o
D © elements —
S distribution media
8 €
E -
5 &
flow
= *VARTM 5x4 +~RTM 2D
E 10000 g
= 10 100 2D Elements —
w Driving pressure kPa] Reinforcement
Fig. 8 Experimental results of normalized fill time vs. driving Fig. 10 Finite-element approach for simulation of VARTM in
pressure for VARTM of the 5 X4 and an ideal RTM curve the presence of distribution media
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neglected 24]. Nevertheless, it is possible to postulate that befl2l Ragondet, A, Correia, N. C., Robitaille, F, Long A. C., and Rudd, C. D.,
cause of the erxibiIity of the membrane nesting effects. etc.. flow 2002, “Experimental investigation and modelling of the vacuum infusion pro-
in the distribution media is al fect db m ti n’. o | cess,”10th European Conference on Composite MateriBisigges, Belgium.

'_ € dis _' uuo edia Is also arfiecte y compactio |ssue_s. 3] Acheson, J. A., Simacek, P., and Advani, S. G., “The implications of fiber
light of this, the work presented here should form the basis of ~ compaction and saturation on Fully coupled VARTM simulation,” Submitted
future research since it is possible to incorporate different com- to Composites, Part A.

pressing media in the proposed LIMS FE/CV mo«jEIg. 10) [14] Kang, M. K., Lee, W. I., and Hahn, H. T., 2001, “Analysis of the vacuum bag
resin transfer molding process,” Composites, ParBa, pp. 1535-1560.

[31]' [15] Anderson, H. M., Lundstrom, T. S., and Gebart, B. R., 2003, “Numerical
model for the vacuum infusion manufacturing of polymer composites,” Int. J.
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cation Algorithm for Optimal Mold Filling During the Resin Transfer Molding

u Fluid ﬂlte.r-.veloglty [m/s] Process,” Advances in Computational Engineering and Scierces. 138—
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Macroscopic Effects of Surface
Roughness in Confined Air Flow

The general framework deals with the winding of thin plastic films, in order to obtain
good-quality rolls. This issue is tightly connected to the thickness of the residual air layer
entrapped between the film layers. It is then of importance to optimize the surface topog-
raphy of the films so that to improve the quality of the wound rolls. In a previous work, we
proposed a simple model for the flow of an air layer squeezed between a solid smooth
substrate and a plastic film sample: it was shown experimentally that the macroscopic
characteristics of the flow are connected to the film roughness, but how? In order to
answer this question, we assimilated the confined air flow to a flow through a periodic
array of cylinders and a mathematical model based on homogenization techniques was
developed. In the present paper, we search for pertinent parameters which describe the
real surface roughness of plastic films. The experiments were carried out by using a 3-D
roughness measurement device and the first observation is that the roughness distribution
is not uniform. We made a sampling expressed by the percentage of peaks exceeding some
given height threshold. The corresponding experimental parameters are used to define the
network of cylinders. For each type of film, the threshold value is the only adjustable
parameter and the following results are obtained: It is possible to adjust this parameter so
that to obtain a very good agreement between the experimental data and the theoretical
predictions. In addition, the smoother the film, the more important the highest peaks are
in terms of air leakage[DOI: 10.1115/1.1669034

M’hamed Boutaous
Patrick Bourgin

Ecole Supérieure de Plasturgie,

85 rue Henri Becquerel,

B.P. 801—01108 Qyonnax, France
e-mail: bourgin@esp-oyonnax.fr

1 Introduction Hakiel [12] introduced nonlinearly varying Young’s modulug)

Web materials such as film or sheet are commonly processedvflqde'S V.Vhere. thg roll radial properties are not known a priori, but
the form of wound rolls. The overall quality of the produee., vary during winding because they result from the stress generated

plastic, paper, stée. .) is strongly connected to the roll qua“tydur!ng winding, the stress field itself being dependent on the roll
which in turn depends on the residual stresses within the réfidial properties(among others These “second generation”
[1-5]. In other words, the conditions for a defect to occur can b80dels are consistent with the experiments devoted to the com-
related to the fact that on component of the stressleast is pressing behavior of stacks of films where the effect of both sur-
greater than some critical value. For instance if a roll is wound face roughness and air interlayers can be evaluated. It is well
loosely, two types of defects may occit) one, commonly called known that there is a strong link between the roughness of a
“telescoping” corresponds to lateral slippage of layers d8p surface(resulting from micro particles added to the resamd its
one, called “starring” results from circumferential buckling ofbehavior in terms of air entrainment and evacuafiéh Forrest
layers. In the contrary, winding a roll too tightly can lead to th¢13] carried out experiments in vacuum in order to climinate any
following defects:(1) a phenomenon called “blocking™: adjacent ajr effect and correlated the stack compression response to surface
layers “stick” to each other; more generally, any minor defecfypography parameters. From a theoretical point of view, most
occurring locally (for example some dust particle entrapped beyoqels resort of the theory of hydrodynamic lubrication of rough

tween two layerscan be enhanced under excessive radial COMyrfaces: Good and X{il4] developed a model, based on the
pression(2) The generation of “screw” shaped defects, i.e. bu°kélassical theory of rough surfaces in cont&see, for instance

ling in the axial direction due to lateral negatifie. compressive -
stress resulting from stretching in the longitudinal directiBois- Greenwood and W|‘I‘I|amso[1]_5] ,,°T Bayada et al[.1§]). )
The concept of “roughness” is somehow difficult to define,

son effect. In order to achieve a satisfactory stress field within B it basicall tai h inf i For th ke of
roll, it is necessary to adapt the processing conditiieasion, PScause it basically contains much information. For the sake o
almpllcny, it is useful to characterize “roughness” by one single

velocity, location and mechanical properties of the nip roll, ni
force, characteristics of the core .) to the bulk and surface Parameter. For example the total roughnesg @ the average
properties of the web being woun@ypically paper or plastic roughnesqgRa) are classically used for describing metallic sur-
film). Of that purpose, various theoretical models have been daces. However, they are not adequate for PET film surfaces, see
veloped as guide-lines for the choice of optimum processing coligr instance Refl2]. We therefore found it necessary to propose a
ditions. All the models aiming to evaluate the internal stresses aeecific approach involving a more sophisticated description of
based on the theory of accreted bodiés They can be ranked the surface topography and by studying the influence of the static
into two categories{1): Models where the radial Young’s modu-roughness on the aerodynamics phenomena generated by the
lus is prescribed a priori. The first application of the theory ofvinding process itself. The influence of the surface roughness on
accreted bodies is probably due to Altmat] and Tramposch the air flow kinetics was studied by squeezing a rough plastic film
[8]. Altmann assumed the roll to be an elastic, anisotropic bodyn a smooth rigid plate. In order to quantify this influence, a
with elastic propertiegYoung's moduli and Poisson’ raticon- mathematical model, based on homogenization techniques, was
stant throughout the roll. Yagoda] then Connolly and Winarski geyeloped. In the present model, we represent the surface rough-
[10] took the core elastic deformation into account. Pfeiffel], ness Jike a periodic array of cylinders. The macroscopic experi-
mental data can be nicely fitted by adjusting some microscopic
Contributed by the Fluids Engineering Division for publication in tBNAL  parameters such as the cylinder diameters, or their heights.
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . . .
January 23, 2003; revised manuscript received October 30, 2003. Associate Editor:The question which arises now is: how to connect these param-
D. Siginer. eters to the real surface roughness of a film?
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To provide a first answer, we have tested two types of PET | weocanse
films, and found an interesting correlation between the micro and
macro experiments.

Newton rings

Towards vacuum pump

2 Principle of Roughness Measurement

The profilometefFig. 1) used is equipped with a stylus moving Fig. 3 Squeeze flow experimental set-up
on the surface to be tested. The vertical displacement of the apex
of the stylus(whose radius of curvature is of the order of a tenth
of a micrometeris analyzed numerically to determine the heights
of the bumps. Square PET film samples with 3 mm edge are
tested. Continuous measurements are taken over a width, and arg polished glass disk is put on a flat support having a circular
repeated every 1@m in order to scan the whole surface. slit connected to a vacuum pump: see Fig. 3.

The 2-D profile obtained at each traveling is numerically A sample of plastic film is displayed on the glass plate and
treated so that to remove the defects due to the wavy surfacesgh-ambient pressure is applied by operating the vacuum pump.
the film. Mineral fillers are generally incorporated into the polyThe ajr layer which initially separates the film from the glass plate
mer during processing so that to generate the film surface rouglinarially evacuated: a quasi circular front starts from the slit and
ness. These fillers form agglomerat€sy. 2). The statistical data ropagates towards the center.
processing basically consists in selecting the peaks higher tff"’“Monochromatic lightA=0.589 micrometejsis used to insulate
some prescribed threshold. This assumption is consistent Wi}y fiim from above. Newton rings moving towards the center are
some observations reported by Bhushan efHI]: the highest (omeq and show the shape of the air gap between the film and the
peaks seem to play an important role in the squeeze flow betwegg. plate in the vicinity of the propagating frdfig. 4). A CCD

two rougﬂ.sukr]facis.lyov;l]ever, trl;ere ifs no IfbViﬁ.ush methog 10 %&mera coupled with image processing is used to count the num-
termine this threshold. The number of peaks which are taken i@ ot rings at the center. The reduction of the air interlayer is

account obviously decrease as the threshold level increases. | Silv computed by using elementary optics laws. The correspond-
then possible to determine the percentage of peaks higher thanﬁ%e y b y g yop ' P

o X time is measured for each sample. It reveals to be very repro-
threshold valugfrom which it is deduced the mean dlstance be ucible for a given type of filnti.e., characterized by its thickness
tween the peakisas well as the mean values of their heights an

nd its roughnegs Some typical results are shown in Fig. 5 for

Th ¢ introduced into th th tical tyvo films having the same nominal thicknesses: the air thickness
ese parameters are introduced Into the matheématical Mofe, qtion s proportional to time, the slope of the curve being

based on the representation of the surface roughness by me acteristic of the film surface topograptig. 5a: “smooth
of a regular array of cylinders. They represent respectively “i’r?m Fig. 5b: “rough film* ) B

cylinders heights, the spacing between the cylinders and thelr.l.’ o )
diameters.

widths.

he instantaneous thickness of the air lay@r &t the center of

the front is therefore of the forme(t) =e,—k-t, wheree; is the

. initial thickness, t, the time and k some parameter characteristic of

3 Squeezing Setup each sampléslope of the curves in Fig.)5that we called “dy-
Only the basic features of the experimental setup are sumnmamic roughness coefficient”. Note that it is not necessary to

rized here, a more detailed description being found in previoudiypow the initial value of the air layer thickness which is actually

published work{4]. difficult to measure.

o Threshold
E. (13 \
g R
£
I

Roghness height {um)

q £l ] 1m0 1904 2080
¥ikn length {um} Fitm length {um)
(@) ®)

Fig. 2 Typical roughness profile:  (a) Typical roughness profile;  (b) Typical roughness profile
after homogenization
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ness average value, which means that the surfaces can be consid-
ered as smoothFig. 6). The pressure in the cavity is equal to the
absolute value of the sub-ambient pressure, as denot&{ and
the air layer thickness decreases linearly according to the experi-
mental law:e(t) =¢;—k-t.

As the front moves towards the center, the volume reduction of
this zone is equal to:

v dR(t de(t
Qu(t)= 2 =2n(e,—e(t)R(t) - mR(1)2 T

Given thate(t)=¢e,—k-t wherek is a parameter determined ex-
perimentally, one gets:

Fig. 4 Evolution of the front radius and Newton rings dR(t)
Qu(t)=—2m(e—kt—e(t))R(1) 0 " aR(H)%k (1)

4 Mathematical Model 4.2 Flow in Zone 2: Flow Rate Conservation and Homog-

The objective of the model is to establish a relationship b&hization Technique. Downstream the front R(t)<r<Ry),
tween the reduction of the air layer thickness on the one hand df§ i 9ape;(t) becomes of the same order of magnitude as the
the displacement of the front on the other hasee Fig. and M roughness. However, for the sake of simplicity, the instanta-
then to see how this relationship would depend on the surfal %gous flow rate is evaluated by means of Reynolds’ thin film flow
topography of the plastic film. eory[18], which leads to the following expression:

The basic idea consists in computing the front radius versus

P
time by equalizing the flow rate between the upstream and the Q,=— 1—ef(t) 2)
downstream zones defined by the front radR{s). 6u Ln—"’ RV
The flow is considered to be quasi-static, inertia less and the Ro

fluid (air) to be incompressible, which is realistic because of the
rather low velocities involved.

As shown in Fig. 6, the flow domain is divided into two zones
by the propagating frontas defined by =R(t)), from which it Zone, as given by equatidf), which leads to the following ordi-
results that there are three unknown time functions to be det8f"Y differential equation:
mined: the thickness reduction of the cavift) (zone 1, the ( R(1)

where u denotes the dynamic viscosity coefficient of air.
This flow rate is equal to the volume reduction of the upstream

front locationR(t) and the thickness reduction of the zone down- kR(t)?In

+2R(1)(— e +kt+e(t))In ( R(t))m

stream of the fronte;(t), (zone2. Ro / dt
4.1 Flow in Zone 1: Use of Experimental Data. Upstream I E Eles(t)=0 ®)
the front:(0<r <R(t)), the air gap is much higher than the rough- 6 u !
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S
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Fig. 5 Air layer thickness reduction versus time in the central zone: (a) rough film; (b)
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Fig. 7 Flow geometry
Fig. 9 Elementary cell

This equation shows a coupling between two unknown time
functions:R(t) ande;(t). It is therefore necessary to introduce an o ) .
additional equation. For that purpose, the equation which goverpLY, defining “a small” parametee, which can be for example
the confined flow in the zone downstream of the front will béhe diameter of the cylinders or their spatial period, we can intro-
searched for. duce some parametarsuch as:

The general idea here consists in considering a flow through a o
regular array of identical cylinders confined between two parallel A= —~1.
planes and squeezed against each other under a given pressure: €
see Figs. 7 and 8. The radii of these cylinders and the distanc
between their axes are respectively denoted &yahd “ &”. The
squeeze flow will be studied by using homogenization techniqu%
in the spirit of[16—21].

o take into account the local variations, we define the micro-
opic variabley=X/¢.

he velocity and pressure fields become dependertawid y,
so that the derivative versus the macroscopic variable becomes:
4.2.1 Equations of the Problem.The basic equations gener-

ally proposed are: i_}iJrli
Stokes and continuity equations: X X & dY;
MAD=§p The following asymptotic developments are classically pro-
V.0=0 posed for the velocity and pressure:
The boundary conditions are derived from the following - nenco o
assumptions: u_n;e u(x,y.2) (=il tocal variablg
. . y=x/e local varia
¢ No-slip boundary conditions, .
P g p=2, &"p"(%5.2
- n=

u=0, z==h

where h denotes the half distance between the plates. The boundary conditions become:

Prescribed pressure on the boundary of the field

p(R)=0 .
Local periodicity of the velocity(for homogenization P(R)=0
When the problem is solved, the exiting weight flux gives the By introducing this development into the Stokes equations, and

i"(X,Y,z=+H)=0, p=A, n=2,

air thickness reduction: by equalizing the terms of the same order, the 1rst order problem
dh becomes:
S—=-Q >
dt v Qo(x)
S: the air evacuation surfac@v: volume flow rate. V,-02=0
The distance between the squeezing planes are smaller then the . auiZ
others dimensions. So, we introduce a non-dimensional variable V- Ue=— e
z=X3/w which is of order 1. The distance between the plates is X o .0
also of order 1: AL 2= 1-,.1 (8p ap )
\==Vp+ —| —, —,
h M M (9)(1 l9X2
H=—~1
w ?  # 1 §?
A,

ays  ays A% 9z

to solve this problem at order 1, we introduce the following local

+h O @ problems defined for one elementary cell:
0 - - nAa=vq°
s uAat=vql+(1,0,0
4
and then, in a cylindrical coordinatéEig. 9), the macroscopic
Fig. 8 Roughness modeling velocity and pressure are of the form:
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. dp® wherek=m/2H andA the cell radiusa=c¢A.

u —W&H a® The radial component of the velocity, for the problem at order
0 i=0, 1 is then:
plzd_pq1+qo
dr
: 72 K,(kA)A2
o ah=Ui| 1~ 5 ||| 1-coq2¢) ————
wherea', g' (i=0 or 1) are the solutions of the following three h Ko(kA)p
local problems:
64 cogkz) [coge Kl(kp) sir? Ki(kp)
TR TR Koka) ST O K(kA)
wra=vag+f - (0} . [Pt
V-a=0 - P=| 0] =)0
e 0 0 4.2.3 Flow Rate and H(t) Differential EquationWe can

solve the problem numerically, but we have chosen here the two
g ms analytical solution suggested by Lee e{21] for a Hele-

To solve these local problems, we have chosen the Lee a Il which dinth loci h d aft
Fung[21] solution proposed for the Hele-Shaw cell. The periodighaW cell, which reported in the velocity expressidhand after
weight balancdsimilar to that carried out to obtain classical

ition i I h Poiseuille fl iti
boundary condition is replaced here by a Poiseuille flow conditi fIm squeezing equatioft8)):

at infinity:
2 d/h -
z _ R — 232.
V,=U 1;) WRdt( ) ffsu ds
s
The characteristic velocity U is determined after solving the
problem and equalizing the smooth terms with those correspond-
ing to the solution of the squeeze flow between smooth plates. RZ dH h
_ _ then —a ——=¢2| dxz| Rdoui(r=
4.2.2 The Two Term Solution for the Velocity by Lee and Fung

From the local coordinates systdme,z) equivalent to ¥4,Y»,2)
in our system, Fig(9), we get the Cartesian components of th
velocity from the cylindrical ones by:

a;=V,coq ¢)—V,sin(¢) fh dX3—>wa dz
h

a;=V,sin(¢)+V,sin(e)

?or the evaluation of the integrations we do:

2m A2
whereV,, V,, are the radial and orthoradial “local” velocity f Rdﬁ%NsJ dy,, at ylzé
components see Fig9). They represent the two terms solution of 0 ~AL2 2
Lee and Fung for the local equations:

K,(kA)A2 27R  27R
V,=Ucosb| | 1- —— where Ne——="—
Ko(kA)p I eA
1 72\ 2 Ky(kp) 32 co$kz))
H2)  kp Ko(kA) 73 so, we get at end:
K,(kA)A? mR? 27R
=-Using 1+L - w——S wf dZJ’ dy,uy ( ,YZ, ) A
Ko(kA)p? A2
2 ’ .
% 1_ z 2 Katkp) W by introducinge) , we have:
kp Ko(KA) w3
|
AR A Ko (kA) (A2 y2—y2l 64U, cos(kz)
dy,ui| y1==, ,z)=Ui 1-24—— d
f _ap HIT KokA) Jo “20,7 1T T8 Ko(kA)
AR2K (kNyi+yd) ¥ Az 2y s
j k\/z 3 2 2+j dy22 K(k yl+y2)
0 yitys yitys 0 yit
1 J
after integration of | by parts, we find:
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< (kA) !
1l T = 09 s th
2] -
k
2

206
= ho=0,7um
and finally: gos / ——
04 ,
H A2 .
J dZJ dy,a3(y1,Y2,2) 03
—H A2 02
l]’10 5 10 15 20 25
Ti
"2l U 1= Z|[ 1o pd Toq | KelkA) "
H : 2 2 Ko(kA) Fig. 10 Air layer thickness reduction in the squeezed zone

ma
2h
Ta
2h

(kA)
Kl ——
64U; cogkz) 2
w3 Ko(kA)

h3dh 8Pa ool 1 2a2 K2
T3 dt 2,m2 0| TT4 2
h 3uR € Ko

K
2

KA
4%64 Ui Kl(ﬁ) K1<£)
KA . 768 hhy 2\2h
77 0 L \/57-,5 hoe ma
2 Kol 25

by applying this expression in the expression of the flow rate, wehereKq, K, andK, represent the modified Bessel's functions of
obtain: order 0, 1 and 2, respectively, anth@stands for the initial dis-
tance between the two planes. These equation is an extension of
the classical squeeze film equation for “rough” surfaces and re-
duces to the classical on&tefan’s for the case of smooth sur-
—— ——={ —|1-APA| 1| .
4g2 dt 3 2 Ko(kA) The coupled problem as defined by equat{8nhand the latter
equation(4) (where 2 is now writtene; like in equation(3))
associated with adequate initial condition for the fraR{t=0)
) =R, (slit radiug is solved by using a Runge-Kutta method of the

T ) Ka(kA)

=U aH 1-A?
T AR ) Ko(KA)

“

kA

K P
4%64 1 1( 2
a3 Ko(kA) g

fourth order. The initial value of the air layer thickness close to the
dp® ) slit (i.e. where sucking staitsvill be taken equal to the threshold

Ulw +Up value as defined in the surface topography description. It can be
seen in Fig. 10 the nondimensional thickness of the air layer ver-
2 sus time for two samples of films. The tendency is consistent with
qualitative observations: the rougher, the faster.
to find the expression of the characteristic velocitissandU,,
we test this equation in the case of smooth surfaces, where

=0 andl =g, then we have: 5 Discussion

By introducing the measured roughness parameters into the
+U0) mathematical model, we search for the threshold value which
leads to the best agreement between the experiments and the the-
oretical predictions, knowing that the spatial period and the cyl-
so, the terme?(U,dp%dr+U,) must be the velocity at radius R inders diameter are determined once the threshold value is pre-

RA dH 4H dp°
a2 dt 3\ tdr

in the squeeze flow between smooth circular plates. scribed. In so doing, we assimilate the measured spacing between
And from Reynolds equation, we can write: the peaks formed by the agglomerates to the distance between the
cylinders which simulate roughness), and the peaks width to
) dp° P,H? 5 the diameter of these cylinde(ga).
e\ Urg+VYo|= 8uR ¢ Figures 11 and 12 show the time evolution of the front radius,

for two PET films of the same thicknegie., stiffnes$ but of
Finally, the time equation for the squeeze flow like in our problerdifferent topographies(rough and smooth, respectivelyThe
is: “stars” correspond to the experimental values.
The experimental data are compared with the theoretical pre-
- 2K2(kA)}+ 256\2Pa 2K1(k\/§) dictions for several values of the threshold, and for two film

1dH_2Pa o les. Th It b ized as foll
w samples. e results can pe summarized as 10llows:
Ko(kA) |~ 7éure © Ko(kA) P

TR dt 3R

1. By adjusting one single parameter, “the threshold value,” a

knowing that H=h/w=1, A=wle-, |=e¢A, k=w/2H and very good agreement between the experimental data and the the-
a=¢A, then, the required time equation is: oretical predictions can be obtained. This is not true anymore
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ter of the disc which is representative of the film roughness for

0025 * :‘; ; g;g ey :;‘l’: two samples of the same thickness and allows some “dynamic
{ + of z 0.80 Zmﬁ : 640 % roughness coefficient” to be define®) the propagation of the
002 x, O ef:082ym p: 600% front (i.e. the time evolution of the front radiudn this paper, a
’*""L. * Experiment simple model, based on periodic homogeneization techniques, al-
< 0015 . lows the front propagation to be predicted, assuming that the “dy-
b C8%s4. namic roughness coefficient” is known and that a pertinent de-
§ o001} Bdae, s scription of the static roughness is given. The main results is that
. e the key role in a squeeze flow is played by the highest peaks, as
i . shown by[17]. This trend is all the more marked as the film is
3 'y smoother.
ol “‘ 1y - The future develo_pments would consist in giving a way to gen-
. . J erate only a few “high enough” peaks so that to guarantee good
0 2 4 GTM (‘;’ g 1 1 mastering of the air interlayers without creating possible defects
due to the film roughness.
Fig. 11 Rough film: front evolution versus time for several Acknowledgments
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Buoyancy Convection During the
Growth of Si,Ge;_, by the

M. Z. Saghir .
T. J. Makriyannis Travellng SOIVent MethOd (TSM)
Ryerson University, Department of Mechanical, The traveling solvent method known as TSM is a process used to produce pure and
Aerospace and Industrial Engineering, homogeneous crystals structures. TSM has been tested on many alloys producing uniform
350 Victoria St, and uncontaminated single crystals. In the present study the effect of buoyancy convection
Toronto, ON, M5B 2K3 on the growth of the $ip G ey gg Crystal grown by the traveling solvent method is inves-

tigated under different heating conditions. The full Navier-Stokes equations together with
the energy and solutal equations are solved numerically using the finite element tech-

D. Labrie nique. The model takes into consideration the losses of heat by radiation and the use of

Dalhousie University, the phase diagram to determine the silicon concentration at the growth interface. Results
Department of Physics and Atmospheric reveal a strong convection in the solvent, which in turn is detrimental to the growth
Science, Halifax, NS B3H 3J5 uniformity in the crystal rod. Additional numerical results show that the convective heat

transfer significantly influences the solute distribution in the liquid zone and affects the
growth rate substantially. Qualitative comparison of the numerical results with the ex-
periment conducted at Dalhousie University showed a good agreement for the silicon
concentration at the growth interfacéDOI: 10.1115/1.1669414

Introduction Lent et al.[5] performed a mathematical simulation of TSM
growth of ternary semiconductor materials under suppressed grav-

as-l;zg ';[rr:\\//eellilr?g tfé);\t/:rnﬁnrgt?wtgggl\/ls)’\?s) :r fgg;?sosls);getfs”f: dfﬁ:eity conditions. It was found that the position of the thermal profile
9 . proc P everely disturbed the characteristics and stability of the growing
pure and homogeneous single crystals which can be used for Ihe . : - ;
) ; ; i - . rystal. Various levels of applied magnetic field where applied
production O.f high-quality serr_nconductors. The way in which thSligned and misaligned. An upper limit of misalignment was
TSM works is, a heated solution Z0ne passes through a_polycr¥3and at which increased alignment would cause the growth in-
talline feed rod in order to grow a single crystal. The solution zong

is heated by radiation for example by a halogen lamp that is enI_rface to lose stability. The convective flow due to small mis-

. . - ignment was found to increase mixing in the horizontal plane
compassed in a furnace. The TSM ampoule which contains §?n beneficial for the arowth process
solution zone, the feed rod and the crystal is then translate g bene 9 p - . . .

’ . . In addition the TSM has been used in conjunction with the
through the common focus of the furnace’s mirrors. This proce%

offers a lowering of the crystal growth temperature and a reduc-(tjatmg(’j magnetic f'ekfﬁMF) in the attgan_lpt to sIothr)1uoy ?Incy-
tion in its defect density. Matasumoto et fl] carried out a nu- Induced convection while processing e cryp@l The influ-

merical simulation of INP crystal growth by the traveling solvengnce of the magnetic field was tested under terrestrial and micro-

X ravity conditions. The study showed that under microgravity
method. It was found that in the case of strong buoyancy convet-_ .>. o
X T . . conditions the application of the RMF can be used to overcome
tion constitutional supercooling tended to occur near the interfa

. - Yesidual buoyancy-induced convection and used to control the uni-
whereas it does not appear in the case of weak buoyancy convec- . . o -
. : . . ormity of the solution-zone composition at the growth front with-
tion. Okano et all2] applied TSM to the numerical modeling of 45ut appreciable modification of the growth interface shi@deLiu

simulation for the growth of GaSb from a Ga-solution. Crucible P 9

temperature, rotation and material on the crystal interface shaet al. [7] applied a vertical magnetic field to a 3-D simulation
P y Y IRGdel of flow structures in liquid phase electroepitaxy. The results

were studied. It was found that with increasing crucible temperge 4 that for successful growth the magnetic field must be
ture the interface curvature became larger. The application of Qs timized

tation was suqcessfu! In Suppressing the _natural convection In.{?PeYe et al.[8] studied the effects of natural convection on tem-
solution, and in obtaining an interface with less curvature. With

erature and solute distributions, growth rate and growth unifor-

lower crucible temperatures the interface shape was slightly capt . X
vex toward the crystal and the effect of crucible rotation was n&)'ﬁ"ty along the interface for CdTe single crystal growth by the

significant aveling heater method. A thermosolutal convection model was
\ used to simulate the coupled heat, solute and fluid flow fields in
The TSM method was ‘".’"SO used for the ngWth. of Galb ..the growth ampoule. Simulation results show that the solute dis-

It was found that the growing crystal’s characteristics and stabili

where influenced greatly on the positioning of the thermal profileibUtion in the liquid zone is significantly influenced by the con-
Martinez-Tomas et a[4] studied the effects of thermal condition vective heat transfer and the growth rate increases substantially

. 8]. The simulations demonstrated the importance of having con-
in the TSM growth of HgTe. The study showed the heat_ t_ransf tolled convection for uniform growth since weaker convection is
betweec? Lhelfurnﬁcef ahndl'the'dampoule ;orhcentIallposOlltlons Uesired in the interface region. Reig et B3] reported on the
creased the length of the liquid zone and the calculated concen- ) !

tration field showed a uniform concentration core in the liqui ICP:?I'VI\fltlk\I/I)OfBIIJ_:IgLE?}tﬂs?axl-gew?r/etgfoc;:l?(l:gd“@/?ﬁggC'kllEal\;Ie:ngt]ﬁct)r(IjO%
zone and step concentration along the growth interfaces indicati Qer to.obtain crystals with a homogeneous composition and to
the importance of convection. reduce the Hg high pressure connected to the temperature synthe-
sis reaction between the components in the elemental form.

Contributed by the Fluids Engineering Division for publication in ticeJBNAL B B . .
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division Nakajima et aI.[lO] grew Si-rich SiGe crystals by the multi

January 26, 2003; revised manuscript received October 6, 2003. Associate Ediff¢mponent zone melting _methOd- It was found that with a proper
D. Siginer. pulling rate to keep position and temperature at the growing in-
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terface constant a crystal of uniform composition can be grown. Navier-Stokes Equations
Also shown was that the supply of Si was very effective in modi- r-direction
fying the compositional variation SiGe crystals. Azuma e{Hl]
developed an automatic feedback control system of the crystal- N Ju,
. e P + U, = +u
melt interface position in order to keep a constant temperature at ar iz ar
the growth interface and demonstrated its successful application to (1)
uniform composition Si-rich SiGe crystals. Dold et fl2] ex- .
perimentally grew GeSi crystals in the range of<§i0% by the ~ 2z-direction
vertical Bridgman technique in a radiation heated mirror furnace.
. au, a(uy)
In this paper, we solve the full steady-state momentum, energy | u,—= +u,
and mass transfer equation to study the buoyancy convection and ar Iz
Silicon segregation during the growth of,§jGey o5 Alloy by the
traveling solvent method. The growth rate is estimated at the —P9[BH(T—Tm)—Bclc—Co)]  (2)
growth interface and its relation with different heating gradients is Energy-Balance Equation
found. The growth rate obtained numerically was then compared

__»

p
Jz

+u

1 a( auz) azuz}

rorl o 972

to the experimental data as well as the silicon distribution along aT aT 19 dT\  9°T
the growth interface. Both comparisons showed a reasonable PG Ur o T U =k PTARYTI R 3
Jz
agreement.
. . . Mass-Balance Equation
Governing Equations and Boundary Conditions
The 2-D axi-symmetric Navier Stokes equations combined with dJc Jc| 19 oc\ o
th : : U—tU—|=—a-—|r—|+— 4)
e energy and mass transfer equation were solved numerically ar 0z rarl or 972
using the finite element code FIDAR3]. Equations(1)—(5) can
be nondimensionalized using the following non-dimensional Continuity Equation
variables:
19 au,
r z u Y, Fa_r(rur)"‘E:O (%)
R=E, Z=E’ Ur:u_’ U,=—,
0 ° The finite-element mesh consists of 61 nine-node quadrilateral
pL T-T, c—C, elements in the radial direction and 101 quadrilateral elements in
=0 0= AT C= Ac U= VOBTATL the axial direction. At each node the unknowns are the tempera-
HYo ture, the velocities and the concentration. A linear approximation
for the pressure using the penalty method was adopted. The equa-
tions were solved simultaneously and the criteria for convergence
FHE 4.70 cm
gl sEis R Dissolution
T i 1,50 cm
: il ESSsSS interface
Source EEEEs =
Sip.15Geoss THH SRS
IS m __T
] \ R = 7_7
S Dissolution Melt SES
SE= Interface L J:m;:um::::m““ E= =
Melt R SSSSEE
Sig.02Geo.o8 SEE"== Quartz tube Sio02Geoss e Quartz
. h 4 g8/ H{ e
Z 5z Growth it B
A Interface i
Crystal Eues i ERRSs
G 1 = =
‘ n ==
- i i
075 0.00 om Growth
.75 cm - ;
0.75 cm 0.00 cm interface
Axis of Axis of
symmetry symmetry
(a) Heat conduction model (b) Convection model
Fig. 1 Finite element model for the heat conduction and the fluid flow model
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set for the four unknowns, namely the temperature, the two com- Symmetrical Heating Unsymmetrical Heating
ponents of velocity and the concentration. Convergence is reached
when the primitive variables attain a differendstween two con- ‘
secutive iterationsless than 10%. Extensive numerical accuracy 126 -
was conducted to demonstrate that the chosen grid was adequateg , .
for the model. |

15
125
14

075 4
Boundary Conditions. A temperature profile was applied to
the outside quartz wall and a boundary condition of zero velocity
flow in the radial and axial directions was applied at the top and 025§
bottom of the rod as well as at the quartz tube. Zero velocity in the . o o
radial direction was also applied along central axis. This last 960 980 1000 1020 960 980 1000 1020

boundary condition is assuming that the flow will be perfectly Temperature (°C) Temperature (°C)

symmetric about the central axis. The problem consisted of first

solving the heat conduction problem using the mesh displayed in

Fig. 1(a). Once the temperature at the growth interface and disSgly. 2 Temperature boundary condition at the outside wall of

lution interface was calculated; the second mesh displayed in Fige quartz along the solvent

1(b) was used. From the phase diagram, knowing the temperature

distribution at the growth interface, the concentration of Silicon is

calculated and used as a boundary condition at the growth intg{-
i

05 -

Axial length (cm
(=
o

Axial length {cm)

0.25 4

(a) (b)

f for th d h Thi h ists of 61 el s | e interface is obtained, as shown in Fig. 4, and is used in the
e et ond 5 et s ot v g T, hat and mass s e a a bounday condiion. i

. . ; - Aga e 5 presents the temperature and the streamlines obtained from
nine-node quadrilateral element was used in the analysis.

i ¢ fil in th . lied second model. From the two cases shown the asymmetric case
same temperature proliie as in the previous case was applied QUi afarreq, as the temperature contour lines are lower along the
side the wall of the quartz tube and the boundary condition for toi%g

temperature at the arowth and dissolution interf. was th owth interface, which in turn promotes low flow rate and there-
emperature at the gro a ssolutio ertace was e giage 4 more uniform solute distribution resulting in desirable con-

was adopted. The flow boundary condition remained the same,.

; - case. The difference in maximum temperature along the two
in the previous case.

growth interfaces is 1.57°C.
Figures %c) and 3d) show the simulated streamline contours
Results and Discussion for the two heater profiles. A single convective cell is formed in

The problem consists of a SiGe, g5 feed rod also known as
the source rod having a diameter of 1.1 cm and a length of 1.7 cm.

This rod is located on top of a §j/Ge s rod having the same SymmetricalHeating Unsymmetrical Hesting
diameter and a length of 1.5 cm identified as the melt rod. Finally —Growth interface < Growth interface

a germanium rod known as the crystal rod is located below the — Dissolulion interface —— Dissolution interface
two other rods having a length of 1.5 cm and a diameter of 1.1 cm  ¢78 978

as shown in Fig. (a). The total sample is enclosed into a quartz ~_ 977 o7 ——
tube having an outer diameter of 1.5 cm and a thickness of 0.2 cm. £ ¢76 % 976 -

Different heating profiles were applied at the external wall of the % 978 3 o8

quartz tube. The melting temperature of thg g6, o5 rod is less g 974 — g 974~

than the Sj,:G&, gsrod. Therefore Si will be segregating from the ~ § 97 R

rich SiGe rod toward the bottom rod. Our main objective is to 972 o
examine the Si segregation in detail in order to gain information 0 oz o5 ovs o T om o5 ors
as to what is the ideal condition for a heater profile to be Radial length (em) Radiat length (cm)

used in the crystal growth. Figure 1 depicts the system under
consideration. @ ®

In this investigation, a normal distribution curve was used tE‘ 3 Temperature boundary condition along the growth and
simulate the heater profile along the outside surface of the qua&tgéolution interface y
tube. Two different variations of this curve were used. The first

one had a maximum temperature of 1001°C and was perfectly Symmetrical Heating Unsymmmetrical Heating
symmetric. The second curve had the same maximum temperature

but had a maximum peak shift towards the source rod by 0.15cm. ~ °%*" - 0011

Figures 2a) and 2b) show the temperature profile adopted out- 0.0105 - /__ 0.0105

side the Quartz tube. The heating profile displayed in Fig) 2

0.01 -

bed
o

was measured experimentally using the Dalhousie furnace. A nor-

mal distribution technique was used to provide a smooth tempera- 0.0095 -

ture variation which was then used in our numerical code. 0005 | /_
Figures 3a) and 3b) shows the temperature variation at the

growth interface and at the dissolution interface. It is evident that 0.008511 0.0085

0.0095 1
1
0.009 |

Concentration
Concentration

with a symmetrical heating profile; both temperatures at the 0.008 o 0008 |

growth interface and at the dissolution interface are close to each 0 025 05 075 0 025 05 075
other. However, when the heater is asymmetrical, the large differ- Radiat length (cm) Radial length (cm)
ence bg(tween the two interface temperatures is obvious as shown @ ®

in Fig. 3(b).

From the phase diagram, using the temperature profiles at thg. 4 Solute boundary conditions along the radial direction
growth interface shown in Fig. 3, the radial variation of Si alon@.15 cm above growth interface
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Symmetrical Heating Unsymmetrical Heating

A
la

5.409

|
L\
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~J
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|

Left side is the axis of symmetry for a, b

(a) AB=2.888 (b) A6=2.967

0.008698

0.009593

Left side is axis of symmetry for ¢, d

(¢) Ay=0.0203 (d) Ay=0.0191

Fig. 5 Temperature and streamlines distribution in the melt

each of the test regions. Due to the effect of buoyancy, the fluide asymmetric case. This is owed to the fact that the peak tem-
flow along the sides is forced up along the quartz wall where therature for the asymmetric profile is shifted close to the dissolv-
temperature is higher and moves down along the central akig interface.

where the temperature is lower. The maximum flow velocities for Figures §a) and 6b) show the silicon concentration contours
the symmetric and asymmetric profiles were 0.788 cm/s and 0.788 each of the two heater profiles. A uniform concentration core
cm/s respectively. The center of the flow cell for the symmetrigppears in both figures, the symmetric case reveals a larger area of
heater profile is located slightly closer to the growth interface thahis constant concentration. Diffusion mass transfer is dominant in
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Symmetrical Heating Asymmetrical Heating Table 1 Melt Properties of the solution and the crystal

Physical Properties of $i,G&, g
Parameter Symbol Values
Density p 5.246 g/cm
Thermal conductivity K 0.511 W/cmk
Specific heat & 0.0486 J/gk
Viscosity M 7.35x107 % g/cm-s
Kinematic viscosity v 1.4011x 103 cné/s
Solutal expansion coefficient Bc 0.005
0.005 Thermal expansion coefficient Bt 1.2x10° 4
Solutal diffusivity a. 1.0x10*cm?/s
Melt temperature iy 971°C
Solidification rate \' 1.16X10 > mm/s
Physical Properties of §iGe& g5
0.025 Densi p 54.924 g/cm

ty
Kinematic viscosity v 2.7x10 % cm?/s
z Solutal expansion coefficient Bc 0.005
_ Bt

Thermal expansion coefficient 1.2x10°*
Left side is axis of symmetry for a, b Solutal diffusivity ag 2.6x10 *cni/s
Thermal diffusivity ar 1.2x107t cn?/s
(a) AC=0.01 (b) AC=0.01 Melt temperature 5 1100°C

Fig. 6 Silicon concentration distribution in the melt

approximately 2% whereas in our case we had a non uniform
) ) . ~ distribution of the silicon with a maximum value near 1% for the
the high concentration boundary layer near the dissolving intg{pn-uniform heating condition. From those two observations, be-
face as a result of a weak flow shown in the previous Figs). 5 cause we have shown that the heating condition can have a detri-
and gd). Also it is seen that in the asymmetric case there is @ental effect on the growth rate and silicon distribution, we are in
thick concentration boundary layer as opposed to none in the SyfRa process of accurately repeating the measurement of the heat-
metric case. This indicates a reduced interaction of fluid ﬂo%g profile and repeating the calculation by taking into consider-

leads to a more uniform growth. _ation any misalignment of the sample. Those results will be pre-
In order to calculate the growth rate normal to the growth insented in a later publication.

terface the condition of conservation of mass at the growth inter-
face was used as in Ye et &8]:

Conclusion
R(C.—C) = a Jc ©) A study of buoyancy convection in the 3iGe, og Solution has
s - €on been conducted in order to study this effect on the growth rate of

- L . the SiGe crystal. This has been carried out by developing a
Wherecg andc, are the silicon concentration in the solid and th?hermo-solutgl model, which accounts for the inf)I/uence o? bgth

liquid state across the growth interface. The growth rates C"’llcﬂtln'ermal and solute convections in the heat and mass transfer. This

lated for the heater profiles were 0.06 mm/day for the S‘Wﬂrnenl'?‘fodel also allows for the quasi-state condition of temperature,

case gnd 2.16 mm/d_ay f(_)r th? asymmetric case. This great diff Gncentration and convective flow fields in the ampoule. Even
ence in growth rate is primarily due to the large temperature dij-

R . ugh the fluid flow has a small effect on the heat transfer it plays
ference of 1.57°C at the growth interface between the two Casesahr':i)important role in the concentration distribution within the melt.

was found that the ideal crystal growth conditions dihaving These results indicate that with the asymmetric heater profile

a minimum temperature close to that of the melting point of thge\ oy around the growth interface enables a uniform concen-
solvent along the growth interface, while having a temperatu Etion boundary layer to form

above this melting point along the dissolving interface. This dif-
ference in temperature across the two interfaces promotes diffu-
sion of silicon throughout the meltii) having a linear horizontal Acknowledgments

temperature distribution along the growth interface, giving rise t0 The authors acknowledge the financial support of the Canadian

a uniform concentration distribution ar(di) having almost no Space Agency(CSA), CRESTech and the Natural Science and
flow velocity over the growth interface as shown in Figd)5 Engineering Counci(,NSERQ.

The numerical results were compared qualitatively with the ex-
perimental results obtained by the co-author Prof. Labrie fro
Dalhousie University. The heating profile adopted in our numerﬁ'omendature
cal modeling, see Fig.(B), was measured experimentally usinga C = non-dimensional concentration
traveling solvent furnace developed at Dalhousie. Using the same ¢ = solute concentration
sample physical dimension as the one used in the experiment, we ¢, = reference solute concentration
obtained some agreement in two important aspects. On the growth ¢, = specific heat at constant pressidég K)
rate, we found that in our case and for non-uniform heatirey Ac = change in concentration
Fig. 2(b) the growth rate was 2.16 mm/day whereas the experi- g = gravity (cm/s)
mental data showed approximately 4 mm/day. The difference is L = reference lengtlicm)
due to the fact that we are assuming steady state condition P = non-dimensional Pressure
whereas on the experimental part, the data was analyzed after p = pressurgg/cnt)
processing a full sample which took few days of processing time. R = crystal growth ratdcm/9
The non-uniform heating condition is due to the deformation of R = non-dimensional radial direction
the coil with time. Another important point is that the silicon r = radial direction(cm)
variation on the growth interface was found experimentally to be T = temperaturdK)
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U, =

Z =

change in temperaturg)
non-dimensional axial velocity
axial velocity

non-dimensional radial velocity
radial velocity(cm/9

reference velocityfcm/9
non-dimensional axial direction
axial direction(cm)

Greek Symbols

a, = Solutal diffusivity of the specieécn?/s)
B. = solutal expansion coefficient
Bt = thermal expansion coefficient
# = non-dimensionalized temperature
« = thermal conductivity(W/cm-K)
M = viscosity (g/cm-s)
p = density(g/cn?)
Subscripts
m = melt
Ge = Germanium
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Effects of Periodic Inflow

Unsteadiness on the

Time-Averaged Velocity Field and

Pressure Recovery of a Diffusing
w1 varas o Bend With Strong Curvature

P. Orsi
, This study examines the effects of periodic inflow unsteadiness on the flow development
Department of Mechanical a”gﬂg?{:ggﬂize through fishtail-shaped diffusers utilized on small gas-turbine engines. In this application,

periodic unsteadiness is caused by a jet-wake type of flow discharging from each passage
of the centrifugal compressor impeller. The study consists of detailed measurements in a
large-scale fishtail diffuser rig with a geometry that is typical of those used in small
gas-turbine engines. Measurements of the transient velocity field have been performed at
five cross-sectional planes throughout the diffuser using a miniature hot-wire probe with
four wires. These measurements involve frequencies of inflow unsteadiness corresponding
to design as well as off-design operating conditions. Results indicate significant effects of
inflow unsteadiness at the low end of the tested frequencies on the time-averaged stream-
wise and cross-flow velocity fields in the diffuser. This is shown to translate into a notable
impact on the pressure recovery. In addition to providing insight into the physics of this
flow, the experimental results presented here constitute a detailed and accurate data set
that can be used to validate computational-fluid-dynamics algorithms for this type of
flow. [DOI: 10.1115/1.1667887

Carleton University,
Ottawa, Canada K1S 5B6

Introduction stantial streamwise variation in the cross-sectional geometric as-
gct ratio, both of which are characteristics of the diffusing bend

Diffusing bends of strong curvature are used in a diverse ranrgxamined in the present work. The work of Blair and Ruiids

of industrial applications. For example, such flow paths are coni: . . .
mon on small gas-turbine engines utilizing a centrifugal impelleorne study that investigated a similar geometry. In that study, how-

as the last compressor stage. In this application, diffusing berele" the extent of the measurements did not allow for a detailed

transfer the high-kinetic-energy flow at the impeller exit through %gscé):rr::th Ofrct)h:ctﬂvc\)/\;vs ciirgai\tligltcé%mtﬁgtﬁrlgt risa%%nsfe\;vﬁr;heégﬁsnigggtg;
radial-to-axial turn into the combustion chamljér3|. Another Proj ’ P

example of a diffusing flow path with streamwise curvature is getalled measurements providing a clear account of the flow evo-

draft tube, which is utilized for pressure recovery between th%tlon through a fishtail-shaped diffusing bend, the overall total

; ' ; > . A fessure loss, static-pressure recovery and flow distortion levels
impeller discharge and the tailrace in hydraulic turbine install or a range of spatial distortions of the inlet velocity fiéld, 15,

tions. It is generally desirable for the diffusion and turning of the Fishtail diffusers on gas-turbine engines experience compress-
flow to take place over the shortest possible length to avoid pep;

alties in size and weight. At the same time, it is important t e and periodic-unsteady inflow conditions with highly nonuni-

minimize frictional losses and maintain minimal flow distortion ato spatial distributions of velocity. The first phase of the re-

the diffuser exit, so that the static pressure recovery is maximizéé&:;; PI1 ﬁéﬁ%ﬁgié’iﬁgsfogygifj?noqggig:rf]e?éiigfe;nfstsrgggggo\mh
Flow distortion at discharge from the diffusing bend may also be> ' 9 P

critical with respect to the performance of components installé:é)mpress'b.”'ty and periodic unsteac_ilness. Studies exist n the
downstream of the bend published literature that have examined the effects of periodic

Despite the difficulty in establishing an optimum trade-off be'-r:ﬂ3\;\;é?igeffénejgv\?envé?esﬁgr:fg{%?ggzrgfn\é?nictj a?/r;(ﬂa\g?gicl)erss
tween the conflicting requirements of efficiency, compactness, a?]zg . T ! ; y
Iffusing bends with diffusion rates, turning rates and cross-

discharge conditions with minimal flow distortion, few studies, _ . . 4 A
have been conducted on the fundamental physics of the fI%e/ctlonal shapes that are typical of those of fishtail diffusers. The

evolving in such geometries. The flow through straight diffusers | sults presented herein therefore focus on the effects of periodic

well understood and detailed performance charts for such config';uf-IOW unsteadiness on the flow development in fishtail diffusers.

; . e While the study provides insight into the performance of fishtail
rations have been establishp]. Likewise, the development of diffusers under unsteady inflow conditions for gas turbine appli-

streamwise vorticity, cross-stream redistribution of the flow anoa}tions, in a broader sense the presented results shed considerable

eneration of losses have been investigated fairly extensivel . e
geveloped as well as developing f|0WgS in consxtant-area bg 'é’sht on the fundamental behavior of the flow through a diffusing
nd of strong curvature with a periodic-unsteady inlet flow. In

[5-8]. In contrast, relatively few studies have considered the ca s turbine installations, and in many other applications utilizing

of simultaneous diffusion and turning of flo}S—13. Specifi- diffusing bends, there is a general thrust towards increased use of

cally, none of these studies considered strong curvature or sub- : ;o ; . : A
y 9 ¢ mputational-fluid-dynamics algorithms in the optimization of
Commibuted by the Fluids Endineering Division f biication in oA the flow path. Flows with substantial streamline curvature and
ontributed by the Fluids Engineering Division for publication in NAL ; ; _

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionsecondary ﬂOWS develo_plng under the Inﬂuence O.f CI‘O.SS stre_am

October 30, 2002; revised manuscript received October 2, 2003. Associate EdifefeSSUre gradients C(_)nt'mu_e to defy precise numerical simulation,

A. K. Prasad. primarily due to the limitations of current turbulence models. In
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addition to providing a basis for understanding the physics of the
flow in fishtail diffusers under periodic unsteady inflow condi-
tions, by virtue of its detail and accuracy, the present set of mea-
surements forms a good test case to guide further development of
mathematical models.

Due to space constraints, the paper focuses on the results per
taining to the time-averaged response of the diffuser flow to peri-
odic inflow unsteadiness. The temporal evolution of the velocity
field will be the subject of a follow-up paper.

Experimental Apparatus 20 35
Test Section. The test section is shown schematically in Fig. i
1. Longitudinally, the diffuser consists of four sections, with each 1
section further partitioned into symmetric upper and lower halves. 130
The first section provides a conical flow path with an inlet diam- 1.5 :
eter of 193.7 mm and an included angle of 6.15 deg. In the sub- ]
sequent three sections, the flow path turns by 90 deg along a 25
centerline with a radius that is 4.36 times the inlet diameter of the ]
diffuser. In these sections, the cross-section of the flow path be- ~ A 10 {A/A,
comes increasingly more oblong with downstream distance, while /1, i P
the cross-sectional area continues to increase linearly until it .
reaches a size that is 3.42 times the inlet area of the diffuser, ® (rad) |
MB1000, a resin based material, was used in the construction of 05 1
the diffuser. Beyond the 90 deg diffusing turn, the cross section of '3
the flow path remains unchanged through the tail duct, which ]
consists of two symmetric halves constructed of galvanized sheet g ]
metal contained in an aluminum frame. Pertinent geometric infor- 0.0 X =0

mation on the diffuser flow path is summarized in Fig. 2. This
geometry is a large-scale version of typical fishtail diffuser flow
paths utilized between the last centrifugal-compressor stage and
the combustion chamber on small gas turbine engines, with the
inlet of the test section corresponding to the throat of these dif-
fusers. The large scale of the test section has allowed fine-
resolution measurements of the flow.

Fig. 2 Geometry of the diffuser flow path

Fig. 3. The device is built around a wheel consisting of a single-
Wind Tunnel. An open-circuit wind tunnel is used as thegroove sheave of 46.4 cm diameter. The wheel is mounted on a

wind source for the diffuser. A variable-speed centrifugal faUPPOTt frame that also carries the electric motor used to d_rive the
draws in ambient air and delivers it through a honeycomb into & G. Twenty steel bars of 22.9 cm length and 0.635 cm diameter
circular settling chamber containing three screens. At the exit 8f¢_mounted on the wheel evenly-spaced and pointing radially.
the settling chamber the air passes through two contractions of §:875 mm-thick perforated plates are mounted on these support
and 4.4:1 area ratios. At the exit of the second contraction, tR@rs in an alternating pattern as shown in Fig. 3. Each perforated
flow enters a PVC pipe that leads to the inlet of the fishtaiRlate is shaped to completely fill the space defined by a pair of

diffuser test section through an unsteady-flow generator. support bars. The wheel with its perforated plates is placed 2.5 cm
downstream of the exit of the second wind-tunnel contraction

Unsteady Flow Generator. The unsteady-flow generatornoted in the preceding section. The length of the steel bars, hence
(UFG), used to generate wake-type disturbances that sweep pei radial extent of the perforated plates, is chosen to be about
odically across the inlet of the diffuser, is shown schematically ipgos greater than the diameter of the air stream exiting the con-

fraversing gear

<4 from wind
tunnel
to diffuser
ri
g %
Fig. 1 Fishtail-shaped diffuser test section Fig. 3 Unsteady-flow generator
230 / Vol. 126, MARCH 2004 Transactions of the ASME
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traction to ensure that the complete cross-section of flow is sulotion in pitch and yaw. The flow direction is varied in 5 deg
jected to periodic interruption. The circumferential extent of eadhcrements up to 45 deg of misalignment relative to the probe
perforated plate is set by the spacing of the support bars, whicharis. Several sets of values are obtained for these functions over a
turn was chosen in relation to the inlet diameter of the diffusélow velocity range varying from 5 m/s to 25 m/s, to cover the
such that approximately half of the inlet plane is blocked by th&pproximate velocity range anticipated in the diffuser. The Rey-
perforated plates at all times. This is of similar proportion as thelds number sensitivity of the directional sensitivity functions
width of the wake region at the discharge of each centrifugalas found to be small within this range. The angular calibration
impeller passage relative to the inlet diameter of the fishtail difvas repeated regularly throughout the diffuser experiments to
fuser on a typical gas turbine installation. monitor for any possible changes in the sensor geometry that may
As the flow discharging from the contraction passes through tbecur accidentally during handling of the probe. Although the
spinning patches of perforated plates, the fluid particles are eaagular calibration of the probe should not change unless the sen-
pected to gain some momentum in the direction of rotation of tteer geometry is modified, the velocity calibration of each of the
wheel due to the aerodynamic drag of these patches and tHeiir sensors is prone to relatively rapid changes, primarily due to
support bars. Upon passing through the unsteady flow generatbift in the conditioning(analog signal amplification and offget
to ensure that the complete jet flow is recaptured by the PVC pipecuitry of the constant-temperature anemometer. For this reason,
that leads to the diffuser inlet, a bellmouth-shaped entrance of %tk velocity calibration, performed with the probe axis aligned to
cm lip-radius is used on the pipe, which is placed 2.5 cm dowthe flow direction in the probe calibration apparatus, was repeated
stream of the UFG wheel. The length of the pipe between thiequently throughout the experiments. Based on the combined
bellmouth and the diffuser inlet plane is 101.6 cm, which wasncertainties of the angular and velocity calibrations of the probe
determined together with the porosity of the perforated platéslight changes in the calibration curves between probe recalibra-
(51% open area, consisting of staggered holes of 4.76 mm diations; interpolation errors associated with the velocity calibration
etep by trial-and-error, such that the axial-velocity fluctuations aturves and directional-sensitivity calibration surfgdése velocity
the diffuser inlet plane were about25% with relatively small magnitude and direction measured with this probe are conserva-
fluctuations in the flow direction. The rationale for this choicgively estimated to be within 2% anti1.5 deg of the actual val-
will be provided in the section describing the diffuser inflonues. For flow misalignments greater than about 30 deg relative to
conditions. the probe axis, the uncertainty in the flow direction is closer to
Since the diffuser test section discharges into the laboratony2.5 deg.
environment, the static pressure at the diffuser entrance is belowDuring the experiments, the effective cooling velocities of the
ambient pressure. Thus, it is necessary to seal the wheel of fbar wire sensors were non-dimensionalized by the flow centerline
UFG from the laboratory environment to prevent ambient air fromelocity in Plane A, one-diameter upstream of the diffuser inlet.
leaking into the flow path. For this purpose, the complete wheBtior to the measurements in the diffuser, this reference velocity,
assembly is placed in a 104 ¢nl12 cm frame made of stock measured with the hot-wire probe, was correlated against the dif-
U-shaped steel channels, and both sides of this frame are coveferdnce between two pressures, one measured on the first contrac-
with Garlock™ sheets. In Fig. 3, this sheet is shown open on otien of the tunnel, which is close in magnitude to the local stag-
side to expose the wheel and the perforated plates for viewingtion pressure, and the other measured through a static tap on the
purposes. At the points where the shaft of the wheel passgall of the PVC pipe in Plane A. This correlation was repeated for
through these sheets, small bearings are used to prevent leakageh of the rotational speeds of the unsteady-flow generator, and
The wheel assembly is driveryla 3 hp ac rotor through a is based on the mean value of the reference velocity determined
timing belt. The speed of the motor is controlled with a Siemertgy time averaging over a duration that is long compared to the
MicroMaster-Vector variable-frequency drive. Four UFG rotaperiod of flow fluctuations caused by the UFG. The aforemen-
tional speeds of 2, 4, 6 and 8 revolutions per second were considned pressure difference is measured with an MKS differential
ered in the experiments. These speeds, together with the afgigessure transducer of10 torr range. In order to correct the
mentioned settings of the perforated-plate patches on the whegt-wire signals for temperature variations as per the procedure
result in periodic interruption of the diffuser inflow at frequencieglescribed by Bearmai7] (typically a few degrees Celsius over
of 20, 40, 60, and 80 Hz. The rationale for these frequencies Wile course of each test ryrthe temperature of the flow in the
be provided in the section describing the diffuser inflow condiiffuser is measured with a thermocouple.
tions. The direction of rotation of the UFG was chosen such that o ) .
the perforated patches move in the positive y-axis diredtitg. Data Acquisition. The signals from the four wires of the
2a) as they pass through the air stream. The choice of this roffobe, the reference pressure difference and the flow temperature

tional direction is not critical on the present test section since tigge simultaneously sampled with an Analog Devices RTI-834H
geometry is symmetric with respect to the z axis. data acquisition card interfaced with a sample-and-hold amplifier.

] ) The system utilizes a 12-bit A/D converter. Although transient

Instrumentation.  The primary sensor used to measure thgeasurements were not intended for the reference temperature
three-dimensional velocity and turbulence field throughout thgq reference pressure, these quantities are sampled together with
diffuser is a miniature 4-wire probe, controlled by a 4-channghe nhot-wire signals at the same rate to simplify the structure of
constant-temperature anemometer, both of which were developgd data records. The hot-wire signals are low-pass analog filtered
in-house. The four tungsten hot-wire sensors on the pfedeh of \yith a cut-off frequency that is set to half of the sampling rate.
1.0 mm length and 5-micron diameleare oriented at about 45 The data acquisition system is synchronized with the UFG
deg relative to the probe axis and are circumferentially pos_mon%ough a slotted optical switch activated once per revolution of
at 90 deg from each other to form the shape of a pyramid. Thgs \yheel assembly of the UFG, which triggers the sampling cycle
four sensors collectively form a measuring volume of about 2 Mg}, the data acquisition system. Each sampling cycle consists of 19
diameter. This volume is quite small compared to most comme&lsmpjes collected at such a rate to cover one full period of flow
cial 3- or 4-wire probes, and thus allows measurement of the flacqation. The data sampling rate was adjusted for each UFG
in the diffuser with high resolution. The choice of four sensorgyational speed to realize this. At each measurement position of
instead of three was made to increase the range of flow mlsallqﬂé 4-wire probe, 300 cycles of measurements are collected,

ments for which the flow direction can be determined uniquely,nic has been verified to be adequate for statistical convergence
The calibration of the probe is based on the method of directiong{ 1o mean velocity data.

sensitivity functions, as described by Dobbeling et[ab]. The
directional sensitivity functions are determined through calibra- Measurement Locations and Traverse System. The first
tion of the probe on a probe-calibration apparatus with motorizedeasurement plan@lane A is located one diameter upstream of
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Table 1 Locations of measurement planes opment in the diffusing bend is not expected to be very sensitive
to inflow Mach number variations in the subsonic range.

XITa x/L f (deg The rotational speed of the UFG, hence the period of flow
P:ane A -2.0 —-0.076 0.0 fluctuations at the diffuser inlet, was determined such that the ratio
Plane B 5.0 0.190 0.0 i i i i i i
Plane C 10.95 0416 317 of this perlod_to the time a'flwd particle would require to _tra}vel
Plane D 15.76 0.599 635 through the diffusetaccounting for only the streamwise variation
Plane E 19.79 0.752 90.0  of flow velocity) is similar to that observed in a gas turbine in-

stallation at design-point operating conditions. This approach
yielded a rotational speed of 10 revs/s for the UFG. A slightly
lower UFG speed of 8 revs/s was chosen to avoid vibrations on

the diffuser inlet, and is far enough upstream to avoid any ellipttbe UFG rig. Additionally, speeds of 6, 4 and 2 revs/s were
influence of the diffusing flow field. Four other cross-sectiondhcluded in the test matrix to investigate off-design operating
measurement planes are distributed throughout the fishtail difanditions.

fuser. The locations of these measurement planes are listed iThe temporal and spatial variations of the axial and secondary
Table 1. All measurement planes are traversed with a motorizeelocity fields in Plane A are presented in Fig. 4 for all four UFG
probe traverse system. Plane A is traversed in the radial directigpeeds. The percentage number given at the bottom of each plot in
with the circumferential position of the traverse manually adjustafle series indicates the fraction of a full period that has elapsed up
to 12 evenly spaced locations. The remaining four planes are ttg-the instant corresponding to the displayed velocity field. Only
versed in they direction as shown in Fig. 1. After each traverse iyery other measured time plane is shown for brevity. The axial
they direction, the repositioning of the probe in thelirection is  yelocity, given as a flood plot, is normalized by its spatial and
done manually with the aid of an alignment/positioning devicgemporal average over this measurement plane. This normaliza-
designed for use on this test fi8]. This device also provides for tjon velocity is also shown as a reference vector at the beginning
referencing the probe position in tiyedirection and establishing ot ¢4ch series to provide an indication of the strength of the sec-
its orientation relative to the curvilinear reference axes shown Tthary motion in the crossflowy-2 plane.

Fig. 2a. The probe position and its orientation relative to the re For all four UFG speeds, the dominant feature in the temporal
irgch:xe?egrtz;?\tg?ated to be accurate to within20 mm and variation of the axial velocity field is an alternating pattern of
- Iﬁ Plagé A, rt)he flowyWas measured at about 20 locations fro out=25% njagnitu_de betwee_n the upper and lower halves of
the centreline to the pipe wall over each of the 12 radial travers & cross-section. This pattern IS more e\_/ldent _for_ the two lower
The number of data points in the remaining planes varied fro G speeds. These levels of axial-velocity variations are some-
about 700 points in Plane B to about 1100 points in Plane ¥/ at.larger than the-14% measured on a centrifugal-compressor
providing very detailed resolution of the flow. test rig[19], although those measurements were performed at the
throat of vaned diffusers. Generally one would expect a fair range
. . . of variations in the amplitude of these fluctuations based on the
Experimental Results and Discussion detailed designs of the centrifugal impeller, the flow path ahead of
Diffuser Inlet Flow. All measurements were performed at ghe diffuser throat sections, and the extent of vaneless space be-
Reynolds number of 3:00.1x 1¢° based on the diameter and theWeen the impeller and the diffusers. Thus, the present levels of
centerline velocity in Plane A. This high value of the flow ReyYelocity fluctuations are deemed compatible with those that pre-
nolds number, combined with the presence of the unsteady-flof@il in @ turbomachinery setting. The crossflow velocity compo-
generator in the inflow path, results in a fully turbulent flownents in Fig. 4 are noted to be fairly significant at certain instances
throughout the diffuser. Consequently, the measurement res@fghe fluctuation period, although a consistent secondary motion,
presented herein are not expected to be sensitive to moderatesg¢h as a swirl pattern that prevails over a large fraction of the
viations from the tested Reynolds number. The inflow Mach nunperiod, is not evident. The range of magnitudes of the secondary
ber was less than 0.1. Even for high-subsonic inflow Mach nurdelocities is similar for all UFG speeds. The resultant peak tem-
bers, the flow would decelerate to Mach numbers below Opbral variation in the flow direction is about 15 deg, which is very
before entering the turn. Hence, the three-dimensional flow devsimilar to those measured in a centrifugal-compressof rgj.
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Fig. 4 Ensemble-averaged velocity distribution in Plane A (0 to 89% of period ) (uncertainties: *2% for the velocity
magnitude and =*1.5 deg for the flow direction )
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Figure & shows the time-averaged axial velocity distribution i
Plane A along the y axi@irection of motion of the UF@Gfor all

generated on the present fishtail-diffuser test rig are only approxi-
mations to what one would expect at the inflow plane of the fish-
tail diffusers installed downstream of the centrifugal-compressor
impeller on gas-turbine engines. In addition to the specifics of the
jet-wake flow structure emerging from each passage of the impel-
ler, the details of the flow path between the impeller exit plane and
the throats of the diffusers are expected to have substantial influ-
ence on the velocity field prevailing at the throat. On the present
diffuser test rig, the inlet plane is intended to correspond to the
diffuser throat in gas turbine installations. In a gas-turbine instal-
lation, between the impeller exit and the throat of the fishtail
diffusers, the flow is divided amongst the diffusers by semi-
diffuser sections formed through the intersection of the diffuser
paths, oriented at quite large angles relative to radial direction,
with a circumferential plane representing the outlet of the vaneless
space between the impeller and the diffusers. Hub-to-shroud re-
distribution of the flow and flow separation at the lip of these
semi-diffuser sections, with the latter being particularly significant
at off-design operation, are flow features that are expected to
greatly affect the resultant flow field at the diffuser throat. It is not
possible to precisely reproduce these effects on a test rig such as
the one used in the present effort, nor would this necessarily be a
desirable approach to take. An ideal fishtail diffuser design ought
to be one that is not overly sensitive to the fine details of the
temporal and spatial flow variations at the inflow plane.

The present work is thus undertaken primarily to document the
extent of sensitivity of a typical fishtail diffuser to temporal inflow
variations, as a followup of the earlier phase that focussed on the
effects of spatial velocity distortions of the inlet flow. Further-
more, as was noted in the Introduction section, the detail and
accuracy of the present data set makes it suitable for guiding the
development of CFD algorithms tailored for such flows. Such
algorithms can then be readily used to predict the details of fishtail
diffuser flows with inflow conditions that account for the afore-
mentioned upstream flow history in gas-turbine installations more
precisely.

Diffuser Flow Field. The time-averaged 3-D velocity field,
obtained from the four-sensor hot-wire probe measurements, and
the corresponding streamwise vorticity distributions, are shown in
Figs. 6 and 7, respectively. Although study of the results in an
ensemble-averaged form should provide considerably more detail
on the evolution of the flow, it was decided that prior to analyzing
the data in this format, it would be useful to examine the results in
a time-averaged form to establish a general sense for the extent of
change in the flow pattern due to periodic inflow unsteadiness,
and the sensitivity of any such changes to the frequency and am-
plitude of this unsteadiness. The format of the velocity-field plots
given in Fig. 6 is the same as for the inflow velocity plots of Fig.
4. The streamwise vorticity calculated on the basis of the velocity
field is nondimensionalized by the spatially and temporally aver-
haged axial velocity in each of the measurement planes and by the
radius of the diffuser inlet. The choice of this velocity scale over

}ae inflow centerline velocity for normalizing the vorticity differs

four speeds of the UFG. These distributions provide an indicati h h 15 d makes th . £ th
of the extent of symmetry in the alternating pattern of axial ve:om the approac i15], and makes the comparison of the vor-

locity observed in the ensemble-averaged results of Fig. 4. It§Sity magnitudes in different measurement planes somewhat more
noted that for the two lower speeds of the UFG, the axial veloci@}ﬁ'cun- Howevgr, thI.S choice enables effective comparison of the
in the upper portion of the measurement plane is biased towafdieamwise vortices in the upper and lower halves of the_ flow path
higher values relative to the centerline velocity while the lowe#ithin each measurement plane, and allows observation of the
side time averages close to the centerline value. For 80 Hz t&iects of UFG speed variations. For the velocity field, the same
trend reverses, with the lower portion of the measurement plagale is used for the axial velocity contours of all five measure-
being biased towards relatively low time-averaged axial velocitiégent planes. Although this choice prevents the flow distortions
in relation to the centerline value. The most uniform case appeayhin Plane A(as was evident in Fig.)Srom being visible, it
to be associated with 60 Hz. The distribution of the time-averag@govides a visual guide for the development of axial distortion as
axial velocity along the z axis, shown in Figb,5is fairly sym- the flow makes its way through the diffuser.
metric for all UFG speeds, with a somewhat lower momentum in For all four speeds of the UFG, the dominant flow feature in the
the core region. diffuser is noted to be a well-known pair of counter-rotating vor-
It must be noted that the periodic-unsteady inflow conditiortices. The initial development of streamwise vorticity in a bend is
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Fig. 7 Time-averaged streamwise vorticity distribution. (Un-
certainty in streamwise vorticity = ==*0.05.)
% Haz ¢ Pl E ADFLz  Plase E
Fig. 6 Time-averaged velocity distribution. (Uncertainties: streamwise flow between the outer and inner walls of the bend is
*2% for the velocity magnitude and ~ +1.5 deg for the flow evident under the influence of the cross-flows induced by this
direction. ) vortex pair. The net radial mass flux associated with the move-

ment of high-momentum fluid towards the outer wall is noted to

produce a region of fluid with very small streamwise momentum
due to the vorticity within the inlet boundary layer developing @long the inner wall.
streamwise componenil5]. In the present diffusing bend, the As the speed of the UFG is reduced to the 40 and 20 Hz levels,
segments of the circumferential vorticity lines lying in the planéhe streamwise vortex in the upper half is weakened considerably
of the bend are expected to rotate during the initial portion of thehile the one in the lower half becomes stronger. This is clearly
bend, resulting in the development of streamwise vorticity in thasible through inspection of both the cross-stream velocity vec-
form of a vortex pair. Through inviscid flow theory, the magnitudéors in Fig. 6 and the vorticity contours in Fig. 7. Distribution of
of this streamwise vorticity can be related to the flow turning antthe time-averaged axial velocity along the y axis in Plane B,
the amount of vorticity contained within the inlet boundary layeshown in Fig. 8, provides an explanation for this trend. In this
in the plane of the ben®0,21]. Considerable redistribution of the figure, the velocity distributions for 60 and 80 Hz are noted to be
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o ) ) fuser in providing pressure recovery and in matching the diffuser
symmetric with respect to the z axis. This means thatzthem- outflow conditions with devices installed further downstream.
ponent of vorticity contained in the upper and lower halves of theiow distortion and frictional losses are the two mechanisms that
flow path, which are of opposite sense of rotation, are of comparay cause deviation from ideal pressure recovery in a diffuser
rable magnitude. As per the discussion in the preceding paragrapts):
this is expected to yield a pair of streamwise vortices of similar
strength developing inside the bend. For the 40 Hz and 20 Hz v 2
cases, the asymmetric velocity distribution in Fig. 8 implies that Co=1— Qe "X +(Cog —Coo) 1)
the z-vorticity in the lower half of the flow path dominates the one P V3 PO, ~POg
in the upper half, with the imbalance being particularly large for
the 20 Hz case. Consequently, the streamwise vortex develop'nqh. ion. the kineti factor defined as:
inside the bend in the lower half is expected to be stronger as ;L@r IS expression, the kinetic energy factor defined as:
the measured results. Case V of the preceding phase of this
research projedtl4] involved an inflow axial velocity distortion a= i V2V dA @)
where the boundary layer was notably thicker near the AV3 X
¢ =180 deg position in Plane A. However, the resultant asymme- X

try in the velocity field with respect to the z axis measured iy an indicator of the excess kinetic energy of a flow compared to

Plane E was negligible compared to th(_e present results in the 2Qnidirectional plug profile of the same flow rate. Comparirtg
Hz and 40 Hz cases. The reason behind this appears to be i primary-flow kinetic energy facton,, defined as:

relatively large cross-stream motidin a time-averaged sense

between planes A and B of the unsteady cases, which is visible in 1

Fig. 6. This cross-stream redistribution of mass tends to amplify ap=— VfdA 3)
the difference in the axial velocity distributions between the lower AVE

and upper halves of the flow path before the flow enters the bend.

As secondary flows, associated with the aforementioned vortesxuseful for flows with 3-D flow patterns, as this provides an
pair, develop inside the bend, the low momentum fluid along thedication of the relative contributions of axial flow nonuniformity
perimeter is quickly swept towards the inner wall. For the 20 Hand crossflow motion to the resultant valueaoflt is important to
and 40 Hz cases, the imbalance between the induced velo@tyint out that, in a general sense, Et). is not applicable to the
fields of the upper and lower vortices is noted to result in a shift chse of unsteady flow in a diffuser. However, as was noted earlier,
the low-momentum fluid by the inner wall towards the upper pam the present tests half of the inlet flow path is blocked by the
of the flow path, with the extent of shift being consistent with theerforated plates of the unsteady flow generator at all times. This
magnitude of the difference in the strength of the vortices. Thehoice, driven by the objective of creating wake-type disturbances
same imbalance is also responsible for accumulating relativedy spatial extent similar to those encountered in gas-turbine instal-
high momentum fluid in the outer part of the upper half of thé&tions, resulted in the total mass-flow rate at each of the measure-
cross-sectional plane. By the time Plane D is reached, the lament planes to vary by less than two percent over each period of
momentum fluid has been collected in the upper portion of themporal oscillation in the velocity field. Under these specific con-
inner wall, which in turn results in relative acceleration of thelitions of transient flow in the diffuser, it can be easily shown that
fluid passing through the outer part of the upper half. Betwedfy. (1) remains applicable, with the kinetic energy factors and
Planes D and E, the high momentum fluid is distributed along tlmeass-averaged pressures appearing in this equation being the
outer wall while it is amplified in response to the increase in théime-averaged values.
extent of the low momentum region by the inner wall. Streamwise variations of the kinetic energy facter,and the

The possibility of such asymmetries developing in this diffusprimary-flow kinetic energy factow,,, for different speeds of the
ing bend, and the resultant variations in the axial flow distortiot)FG are given in Fig. 9. Although some asymmetry of the flow
may have significant impact on both the performance of the difvas also noticed in the 40 Hz and 60 Hz cadegs. 6 and Y, this
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is noted to have a very small effect on the extent of flow distortioNomenclature
since thea anda, values of these cases compare well with the 80 _ .
Hz case throughout the diffuser. On the other hand, the kinetic ~ .~ — local cross-sectional area o

energy factors for 20 Hz are noted to be substantially larger than ~ Cp = mass-averaged static pressure coefficient

the remaining cases, with the difference increasing as the exit of :(ﬁ—f’A)/l/ZPviAaA
the diffuser is approached. One can readily estimate the impact of EPO = mass-averaged stagnation pressure coefficient
the larger distortion on the diffuser pressure recovery through Eqg. =[Py~ Pol/1/2pV2 ap

A A

(1). As was demonstrated previoudl¥5|, the overall frictional

>
Il

loss in the diffuser is not sensitive to changes in crossflow motion half-height of the diffuser side walls; refer to

to the extent observed amongst the cases with different UFG Fig. 2a)

speeds. Thupo can be assumed to be approximately the same :; _ g{ggie;rgzgﬁgme length
for all of these cases. This is also true &g, which is noted to be B — mass-averaged static pressure
close to unity @,=1.15) for all of the unsteady cases as per Fig. P — st i 9 P
9. Furthermore, noting that for the overall area ratio of the dif- fo = stagnation pressure
fuser, P, = mass-averaged stagnation pressure
r = radius of the upper and lower walls; refer to
(C)igea 1= (Vi Vi) (@) Fig. 2a)
P/ideal Xe' T Xa UFG = unsteady-flow generator
takes a value of 0.91, E@l) reduces to: % _ \e:ftla(;(fg/eraged velocity
~ ~ ~ X, ¥, z = orthogonal curvilinear coordinates; x axis is tan-
CP:1_0-074€VE+(CP0A_ CPOE) ) gent to the centerline of the flow path wit=0
_ at the inlet of the diffuser; refer to Fig(&
i.e., Cp is linearly dependent on the value at. As shown in a = kinetic energy factofEq. (2))
Fig. 9, ag takes the values of 1.59 and 2.11 for the 80 Hz and 20 ap = primary-flow kinetic energy factofEg. (3))
Hz cases, respectively. This translates into a reduction of 0.04 in 6 = turning angle of the diffuser centerline; refer to
C» as the frequency of the inflow unsteadiness is decreased from Fig. 2(a)
80 to 20 Hz. This performance penalty, of about 4.3% with refer- ¢ = circumferential coordinate; refer to Fig(&2
ence to the ideal pressure recovery, is about a quarter of that w = vorticity, normalized by the area- and time-
caused by adjustment of the inflow boundary layer thickness un- averaged axial velocity in the corresponding mea-
der steady conditionfsl5]. surement plane, and by the flow-path radius of
Finally, comparison of ther and«,, values for each of the UFG Plane A

speeds shows that the contribution of secondary flows to the °V$ﬁbscripts
all flow distortion is small(as was the case in the instances o )

steady inflow[15]), with this contribution being slightly stronger CL = centerline o

in Planes C and D, particularly for the 20 Hz case. In Planes Band % ¥: Z = components in the, y andz directions

E the secondary-flow-related distortion is negligible for all speeds B: C, D, E = cross-sectional measurement planes; refer to
of the UFG. Table 1 for their locations
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Engineering, the compressibility factor in the equation of state closely resemble the derivations used for
3640 Colonel Glenn Hwy., the ideal gas mathematical formulation for a direct comparison of the differences between
Wright State University, the ideal versus the non-ideal gas law. The local Mach number is defined for the non-ideal
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Fax: (937) 775-5009 derived between the thermodynamic variables that allow an analytical result for the mass

flow under certain constraints[DOI: 10.1115/1.1677499

Introduction diameter on the order of one diameter at the end of the contraction

. . . eometry before the diffuser section. The insight gained from this
The measurement of mass flow using a venturi meter is a stan-

dard engineering apparatus that is utilized in the laboratory a alysis demonstrates the essential differences of real gas effects
ng g appara L y compared to the analysis of ideal gas with constant properties
also widely used to monitor mass flow of gases in industry.

give credit for the venturi geometric device after the pioneeringnr venturi applications. Calculations of three refrigerants were
work of Giovanni B. Venturi(1746—1822 The conical stream- alyzed to demonstrate the non-ideal gas effects and viaue

. - - proaching one is considered a special case for two of the refrig-
lined convergence section followed by a gradual expansion of t@ ants. The polytrope model and the more general Rayleigh model
gas in a conical diffuser downstream of the throat of the ventug

e discussed in the sections below. A similar derivation for the

meter provides for low energy losses across the device for Maf al gas model with constant properties for compressible flow
numbers less than one at the throat. Hdlijiintroduced a novel can be found in Saaf8]
n .

segmented venturi of short length where the pressure losses wer

correlated with the diameter ratio as well as the diffuser section

with a gradual conical angle of divergence. The discharge coeffi-

cient was correlated over a wide Reynolds number range. Millsfathematical Development for the Isentropic Polytrope

[2] has compiled a comprehensive overview of differing flowodel for Non-ldeal Gas Flow for a Venturi With a

meter de5|gn§ including t_he venturi with the data a_lnaIyS|s Proc8ienum Upstream

dures and various correction factors for the evaluation of the mass

flow including real gas effects for the polytrope model. The theoretical development of the non-ideal isentropic gas
The inclusion of real gas includes the compressibility factor ilow through the contraction of the venturi meter is derived in this

the equation of state as well as the pressure density relationsg@stion. The boundary layer displacement thickness is a small

along an isentrope contour. The polytropic exponent n which réaction of the radius and therefore a majority of the flow is in-

lates the pressure and density variable nanfly”= constant is ViSCid. The isentropic expansion of a general non-ideal compress-

referred to as the polytrope equation. A second order equation tf4¢ 9as from the total variables can be expressed by the following

accounts for a linear variation of with density along the isen- dévelopment from the conservation laws. The equation of corre-

trope namelyP+B=Agp™ is discussed by Thomson et 8] sponding states using=2z(T,, ,P,,) for a non-ideal gas where

and Sullivar{4] and would be more accurate whBr: 0 at higher is the compressibility factor which is represented in terms of re-
pressures. Both of these models allows an expression of the mddged variables. The acentric factor should be included in the

flow in terms of the pressure and temperature variables that g'xéaluatlon_ ofz fpr more CO”?F’.'EX molecular structures. Th_e_ ther-
used in the experimental evaluation of the mass flow. modynamic variables are divided Ay, and P, which identifies

The conservation of mass, entropy and the energy equati fluid transition at the top of th@, s) liquid versus vapor dome

along with the equation of state provides the mathematical frami#hich are constants for each individual fluid. The reduced vari-
work for the development of the mass flow in terms of the me42/€S are not explicitly used in the following analysis. The com-
[essibility factor can be obtained from the equation of corre-

sured local thermodynamic properties. Closure is defined by tR )
measured discharge coefficient Fox et[8], Miller [2] or a cal- SPonding states from Cengel et (8] or Howell et al.[10]. The

culation scheme using CFD or an integral boundary layer analy§guations are expressed with gradients inzipane for a more
White [6] for the venturi geometry. The discharge coefficient is g;neral evaluation of gases beyond those in which experimental

function of the Reynolds number that represents the correction f§@ iS available. The equation of state using the gas corifant

the boundary layer viscous profile effects that exists in the con-~u/Muwt can be expressed as

verging flow as applied to the integrated conservation laws. The P=2pR,T 1)
one-dimensional analysis of the flow is important when measure- o . . g . . .
ments are taken at the minimum area to predict the mass flowRifferentiating this expression provides for the relationship be-
there should be no radial pressure gradients at the throat locatibvgen the variables
Morel [7]. This would requir raigh ion with constan

orel [7] s would require a straight sectio th constant dP_dZ+dp+dT

Contributed by the Fluids Engineering Division for publication in ticeJBNAL P z P T
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division S, . . .
March 20, 2002; revised manuscript received September 15, 2003. Associate Edifgiom Gibb's equation, .relatmg entropy change to the change in
A. K. Prasad. thermodynamic properties
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dp
Tds=dh-—~ 3)

!
|

with ds=0 for the isentropic caselh=dP/p, wheredh can be __,_I__PI _________ Ag e

expressed for a non-ideal gas in terms of the thermodynamic prop- | Ty SP

erties as . P.
' 1

dh=C.dT T\(/odz\ dP 4 ; t-
I P ®

Fig. 1 Venturi meter at the entrance of a plenum
The equation for entropy change from E§) and Eq.(1)

ds C,dT ( (T) az) ) dpP 5)
_— = —— Z —_— —_— —
Ry Rg T z)\dT),) P is a unique function of the reduced variables from the principle of
The equation for entropy can also be expressed as gﬁgﬁ%ﬂndmg states. Note{-y,z—1) for the ideal gas as-
ds C,dT T\( 9z dp The mass flow rate for a one-dimensional analysis is given by
R R T Z\aT) | (58)  m=Cyp,V,A,. The mass flow can be calculated from the follow-
g E P ing compressible relation for non-ideal gas. Substituting in terms
The equation for the mechanical energy with no work input @f the plenum total quantities of the gas upstream of the venturi
heat transfer can be written as Eq. (9), the mass flow can be expressed as, note valichfol
dvz dp CdAtPT 2n )1/2 Pt>1/n( Pt (n—=1)/n\ 1/2
—+—+Tds= m= = 1- (—) or
gt TTds=0 ©) <zTRgTT>l’2((n1> Py Py
WhereTds=0 for an isentropic flow through a converging geom-
etry. Integrating along a streamline from the inlet to any down- o CyAPT 2n |2 P Ln
stream location " (zRTn ™| (n-1) Pr
dv2 dP @) ( 5P) (nl)/n) 12
=T X[1-(1— = 11a

The upstream total plen_um variables, where the ve_Iocity iS zef@here the pressure differené®=(P1— P,) is obtained from the
are constant. The velocity at the downstream locatiprtan be gifference of the upstream plenum total variable to the minimum
expressed in terms of the integral along a streamline outside gtic pressure at the throat arda Figure 1 is a sketch of the

boundary layer flow. venturi with the appropriate measured thermodynamic variables.
V2 P. (Pi/Pr/ p\~1 [P The measurement ofP allows for a more accurate transducer to
T (ﬂ) (_') (8) be used since the magnituded&® may be much smaller thab .
2 Pt Ja pT Pr In an experimental setup pressure readings from the plenum total

variables at the inlet and static pressure at the throat of the venturi
ter can be used to calculate the mass flow rate.
The coefficient of discharg€ is the conventional value tabu-
ted in the manufacture’s literature and usually obtained by di-
d/ng the measured mass flow by the theoretigdea) mass
using the throat area of the venturi meter. The numerical
magnitude of C4 plotted as a function ofR,p=V,D;/v;

The mathematical treatment for compressible non-ideal gas fl
depends on the power law relationship between the thermody
namic variables, using the isentropic power law analytical resu||
wheren# vy for a non-ideal gas, the relation between the static an
plenum total variables for density and pressure can be expresge
as, assuming remains invariant over the range of investigation

Pi p,\ 1 P; =4m/wDu, provides for the correction to the inviscid flow and
—= (P— where, PT= R T (9) the accuracy of the mass flow calculation, Mill&], Bird et al.
PT T ZiRglT [11]. The discharge coefficient provides for a numerical reduction

The integration along a streamline provides for the velocity at the the actual area for the inviscid flow to pass through the mini-
downstream locatiofi) where the static pressuR is evaluated, mum area as the flow moves in a favorable. pressure .gradl.ent to
andP; andT are constant upstream plenum total variables. Nott#e throat geometry and has a unique functional relationship for

valid for n>1. each individual geometry as well as the fluid. The mass flow rate
(n— D)/ 1112 equation can be modified to become non-dimensional by rearrang-

Vi=|2-R.T 2n 1- Pi ing and squaring to establish a function &P/Pt andn on the

T M n—1 P+ right hand side. Note that the speed of sound squared

=(nzrRyT+) at the upstream plenum variables, for 1, the non-
dimensional mass expression becomes

where,
m 2
0z B
Z+(T)<ﬁ) ) P (CdAtPT) (nzrRgTr)
YT o) | (10) ( 2n? )( 5P)2’“ ( 5p)<n1>/n}
= 1- —| |1-({1-—= 12
z+(T) a_T)P) n—1 Pr Pr (12)
2
P 1/2 _ ( )
Vi= ZZTRgTTln(gT” when n—1 (108) P CsAP; (zrRqTr)
i
ini ; 5P\ ? oP
Combining Eqgs(5) and(5a) provides for the exponemt Hence, =(2)|1-—=—]| [ -In[1-=—]], n—=1 (12
the magnitude of the ratin/ y=F(T,, ,P,,) for an individual gas Pt Py
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The slope of the functional relationship in E42) asymptotes at T,
the critical or choked value expressed for 1 as also (T—> =e"T"VZ g (21)
T
5P 2 \Mn-b 5P : ,
(_) =1—| == . and (_) =1-e!2 n—1 The mass flow Eq(11) can also be expressed in terms of the
Pr/. n+1 T/ ¢ Mach number at the throat see, Sd&{ifor the ideal gas model

(13) forn>1.

The Mach number for the polytrope model at any location for a . CyaP1n n—1 | vannesy
non-ideal compressible gas can be expressed by m= (nzTRgTT)th 1+ 2 M '
V, C4AP
Mi:W (14) also m= (Zﬂ;T-:-T)leMtefM‘zlzl n—1 (22)

The speed of sound, Whifé] of the non-ideal gas is defined as The analysis demonstrates that the replacement of the variables
c:(ap/&p)g’zz(ziniRgTi)l’z. The isentropic relation between the(n— vy,ztR;—R,) in the ideal gas model for the correction for
pressure and temperature variables from(Bfjcan be written as, the non-ideal mass flow for engineering applications whes-
assuming remains invariant over the range of investigation  mains invariant over the range of consideration. The static tem-
P\ - (p perature variation with pressure has a different isentropic expo-
_T) _(_T

R,/C T)(dzlaT . .. . h
(Ro/Cp)(z+(TN7/Te) (15) nent than the density variation with pressure along the isentrope.
P; P,

Ty
2-

The quantityr in the above equation represents the power law for . .
the isentropic expansion of the gas from the plenum to a dowRevelopment for the Isentropic Rayleigh Model for
stream locatior{i). The numerical value for can be expressed in Non-ldeal Gas Flow for a Venturi With a Plenum

terms of the properties of the gas by the following Upstream
r-1 Ry Jz The mathematical treatment for compressible non-ideal gas
TG z+(M| o5 (16)  flow depends on the isentropic relationship between the thermo-
P

dynamic variables. The Rayleigh model discussed in Sulljvdn

Note, (— 7y,z—1,T(32/dT)p—0) for the ideal gas assump-namely, P+B=Agp"® is a more general expression relevant
tion. The equation for the Mach number at the minimum areghenn varies over the range under consideration. The numerical
plane can then be derived from E@$0) and(14—16 and can be Value ofng#n for B#0 whenk or n varies Imearly with density
expressed aM?=f(n,z;,/z,T+/T,P1/P). Forn>1 from the plenum state to the throat for a non-ideal gas. The rela-

tion between the static and plenum total variables for density and

) 2 \z1 [Ty P\ —(n-bm pressure can be expressed as; assumingnd B remains invari-
M= n-1)z \T,/\~ | P/ (17)  ant over the range of investigation,
P,+B )\ ng oP;\ Y=
2 ST Py Pi_| T (1 RZ1 also,
M{=2—|=]|In|=|, n—1 (17a) pr \P:+B kr Py
Z; Ti Pi
. . . . C: 2 N SP; (ng—1/ng
An equation for the ratio of plenum total to static compressibility (_') =( __R _I) 23)
factor can be obtained utilizing Egl) and combining with Eq. Cr kr Pt

(15). The resultant expression demonstrates that a power law

{ere the pressure differenct®;=(P;—P;). The salient fea-
lation must also be satisfied for the ratip/z, namely, P =(Pr—By)

tures of the analysis frorf¥4] are extracted for the sake of com-

((n—r)inr) (n—1)/n pleteness in a form conducive to engineering analysis that is exact
Zr Pt zr Tt P . . . . .
LI _> , also — _:(_ (18) whenk varies linearly with density and the relation betwegp
z |\ P i Ti AP andk is defined as
The Mach number from Eq.17) and combining with Eq(18) o1 | k; B c%
demonstrates the analytical resultM$=f(n,P/P). ng=kr+ —| — where ky=ng| 1+ —|= ——
' ki (9p| s PT ZTRgTT
mz= 2 ((i)(”””_l) (24)
" in-1 P; ' Thek and static temperature variation downstream along the Ray-
b leigh isentrope can be derived from E@$) and (23) as
also M?=2 In(F_T), n—1 (19) SP;
. '_ _ ki~ Pr
The ratio of plenum total to static temperature downstream in PE——— and
terms of the Mach number is expressed as T _ N o7
TT n—-1 n/(n=1)(r—=21)/r
—=(1+ —)M? : zT, oP; ng oP;| M=) 1
Ti 2 —=|1-—=—[1-+ = (25)
also ;:em,?(r—l)/zr), n—1 (20) The integration along a streamline from E§) provides for the

i velocity at the downstream locatidi) where the static pressure

The critical temperature normalized on the plenum total when tilloé IS evaluated, aniy andTy are constant upstream plenum total

flow is choked atM;=1 can be expressed as variables. Note, valid fong>1.

_ _ _ 2 Ne SP: (ng—1/nR\ 11/2
Te) (14| riombrmdr Vi=|kezrRyTy| —— || 1 1- = o~ and
T ) 9 ng—1 kr Pr
T/e (26)
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12 The Rayleigh model is a more appropriate mathematical model
at higher stagnation density or whém: 0. WhenB=0 the Ray-
leigh model reduces to the polytrope model along a fixed isen-
trope andkr=ng=n. A least squares curve fit through the prop-
erty data for a gas will determine the constant model parameters
ks andng from Eq.(23) in the analysis for a venturi application.
Note, Eq.(19) or (28) is valid for the measurement of the local
Mach number from a conventional pitot probe configuration for
M;=<1. Also from Egs.(10) or (26) the local velocity can be
deduced from a modified pitot probe with a thermocouple placed
concentric at the entrance of the total pressure hole of the pitot
probe for the evaluation of the total temperature. The numerical
value ofz; would be calculated from the principle of correspond-
ing stateszr=2z1 (T,,,P;,)-

Vi: nR—>1

(269)
Note that the speed of sound squan§d=(szTRgTT) at the up-

stream plenum total variables, forg>1, the non-dimensional
mass expression for a venturi application becomes

5P,
Z(kTZTRgTT)( |n(k-|—) - |n( ka P_T) )

2
" (CdAtPT)
2k3

(krzrRyTy)

P (KrzRyTy)

LN

Nk SP\NR™ 1ng
kP

ke Pr
(27)
Venturi Meter Application

Figures 2—4 demonstrate the non-ideal gas behavior as well as
the power law fit for three common refrigerant gases as compared
5P\ ? Intka)—Inl k oP 1 to air in the isentropic range shown on the graphs that are used in
P N(kr) ~In TP, RT the air conditioning and freezer markets. The symbols are the

isentropic relations for the thermodynamic variables for the indi-

@7  idual gases and the curves represent a least squares curve using

Note, if a transducer measuring the speed of sound of the gaghg power law relation. The thermodynamic properties of refrig-
the plenum and at the throat locati¢tnansverse to the flow di- erant B, and R4, are obtained from fitted non-linear regression
rection was utilized along with upstream plenum and throat ten&nalysis of the physical property data using the Martin-Hou equa-
perature measurement with pressure transducers for the evaluation of state[12]. The measured thermodynamic properties of the
of 8P/P;, thenk; andng can be evaluated from Eq&3) and individual refrigerants were obtained from the data provided in
(24a) for the evaluation of the non-dimensional mass flow. Thikl3,14, and refrigerant B,, used the Martin-Hou equation of
would be useful when the property data is not available for a
particular gas.

bum o]
"~ | CaAPy

=(2k? (1— !
—( T) k_T

The Mach number at any location along the Rayleigh isentrop 2000
for a non-ideal compressible gas can be expressed by O Ruous [ R,
M-*—,—Vi where ki=ng|l 1+ —|= '2 28 A Risaa }5 i
" (kizZiRyT) Y bR P/ ZRyT; (8) = 1600 ? '
o
The Mach number using Edq23) where the choked condition X, g)/d 1
occurs atM,=1 can be expressed in terms of the pressure diffel N 3.49
ence normalized on the plenum total as o 1200 e P=1.22E-6 Te .
PEERI LIRS | s poraTE STt
i—|\h = TPl 4 A P=T. -19-
el A 8001 o P=8.37E-14-T %%
5P - - e
, B P ‘
and M; —(2)(In(kT) In(kT Pr ) ng—1 (29) 320 360 400 440
When ng—1 the Rayleigh model become®,+B=Agp and T [K]
cr/ci=1. The choked values are ) ) )
Fig. 2 P versus T for refrigerants and air
P\ kg 2 \"r/(r=1)
P—T)jn: et ’
6P In kp—1/ 2000
and | —| =kg+ (") po—1 (2%) - o)
PT c L] AII' ,dl
The mass flown=C4p,V;A; can also be expressed in terms of the 2 R
Mach number at the throat as — 1600 0 Ryo4a
©
. CoAPkr 14 ng—1 Mz) —U2Ang+Ding—1) & O Ry34a
M= —————p — , —_ 1.403
(KrzrR T2 2 Tt N 1200 41.30 —
d n CdAtPT M In kr—M?/2 1 (30) — 1.010‘
and m=-————pMe"* T V" n _ :
(krzrRgT7) ¥ R 800l - P_23'5390 oo
The analysis demonstrates that the Rayleigh model restricted o P=23.52p .'
Eq. (30) that the replacement of the variablesg{~y) for the '
Mach function andKrztRy— yR) in the denominator as well as 0 20 40 3 60 80 100
(kr— ) in the numerator of the first term in the model for the p [kg/m7]

non-ideal gas provides for the correction for the ideal mass flow

for engineering applications.

Journal of Fluids Engineering

Fig. 3 P versus p for refrigerants and air
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Fig. 4 z versus T for refrigerants and air

state as modified for mixturdd5]. The numerical value of the
compressibility factoz was calculated from Ed1). Figures 2—4

demonstrate that air obtained from the physical data provided
[16] which follows closely to the ideal gas behavior with no sig

nificant variation inz in the range considered.

The calculations for a venturi application were performed wit
a total pressure a@+=1.3 MPa for the region of isentropic ex-

= Ry34, (ideal)]

xRy, (ideal)

Fig. 7 Mach versus (&P/Py) real versus ideal for refrigerants
and air

rlz?‘duced through a range to the choked condition. The calculations
were terminated at the critical pressure condition from &g,
29). For air the static pressui, at the throat was 687 kPa, for

5o, 748 kPa and Ry, 780 kPa. Figure 5 shows a linear varia-
lon of the exponenk for the refrigerants with density and there-

pansion for the individual gases. The analysis assumes that the

total plenum variables remain constant and the throat pressure is

i e} Data R22 : i
1.08} - k=1.15823 - 0.00136202p
k | | 5 ]
: ® Data R134a i
1.04F 4=1.07953 -0.00164906-p
i o i i i
* - o | : i .
: 1’“\_'_\
g [ PSS S S “1>“._~* =
25 30 35 403 45 50 55
p [kg/m™]

— /G’IS i
__Data Ry,
(kT=991, nR=.93)

o Réyleigh |
s Polytrope |
(n=1.009)

0 0.1 0.2 0.3 0.4
sPIP;

Fig. 6 @&, versus (6P/Py) real versus ideal comparison for
refrigerants
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Fig. 8 P versus v diagram for air with constant isentrope lines
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Fig. 9 Exponent values and Zz versus P along isentrope for air
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fore the Rayleigh model would be more accurate. The refrigerants Table 1 Property Data of Air and R-22
are non-ideal and have an exponé&rthat varies by 2% for B

and 4% for Ras, between the plenum and choked state underP"OPe"Y Air~ (ideal) Ro,@inlet R@outlet
consideration. Figure 6 is a plot of the comparison of the Rayleigh M, 28.97 86.47 86.47
and polytrope model of the non-dimensional mass flow date Ry (kd/kg°K) 0.287 0.0961 0.0961
vs. the non-dimensional pressure difference fgp Bnd R, Ry/Cy g-ig? 0124 01-13%3
Also_ plotted on this graph is the ideal gas relation demonstrating_ :{ 1.403 113 1.105
the importance of the real gas analysis. A least squares curve fit r 1.402 1.203 1.205
through the entire range obP/P+) to the critical value was used z 0.995 0.894 0.782
for the calculation for the Polytrope and Rayleigh models. The® (M/sed 343.5 168.3 178

curves labeled data are considered exact as they were obtained
from the experimental property data of the individual gas. The
Rayleigh model is superior for the refrigerant gas as the polytrope
model over predicts the numerical valuedf, by 1% for R,, and . .

1.6% for R34, at the choked condition. Each fluid state has onleSentrOpIC Compression Work for Open Control Volume

local curve that applies to a venturi meter over the range of ap-The isentropic work necessary to compress a non-ideal gas
plication. If the discharge coefficient is known, the pressure difrom the inlet to the outlet state during a steady state compression
ference normalized on the upstream plenum total pressure carpbecess using the one-dimensional assumption is calculated from
used to calculate the mass flow for a venturi configuration. Tliee energy equation. The isentropic work per unit mass during the
discharge coefficient will be a function of the Reynolds numbe&ompression process can be derived in terms of pressure ratio
based on the throat diameter. In the general context of this analf»/P1) across the machine and the change in kinetic energy of
sis Cq is a function of RnDt,n,Mt) to match the favorable pres-the flow from outlet to inlet valid fon>1. Note this is the solu-

sure gradient in the contraction geometry and the effects on # for ideal gas model whem( y,2—1,T(92/9T)p—0).

boundary layer non-dimensional parameters. The Mach number 2dp 2 [\2
effects on the discharge coefficient would be insignificantMgr 1W25=f +f (—)

<0.3. 1P 1\ 2

_Figure 7 is a plot of the throat Mach number vs. the non- n p.\ ("= 2 2
dimensional pressure difference from Efj7) for air and Eq(29) -7,R Tl( ) _2) 14| =2= _1) (31)
for the refrigerants. Since R has a lower exponenty and ky 9 n=1/[\ Py 2 2

than air, the Mach number approaches the critical value at a lo
normalized pressure differential and & has the lowest. Also

plotted on this graph is the ideal gas relation demonstrating t onnenh—&, which appears to be nearly the case for two of the

importance of the real gas m.‘)‘.“?' as the Mach number WOUld. eqrigerants Rosa@nd RzsaWhere thez and T variation from Eq.

under predicted for compressibility effects. The data would fac”gz%galmost uniqzely cancael as this is certainly not an isothermal
e

tate the industrial usage of the venturi meter for the measurem e, then the isentropic work can be mathematically expressed as
of mass flow rate of these specific gases in the range investigatéd.
V3 V%)

WhenM=1 at the throat the non-dimensional mass flow rate 2dp 2 [v? P,
reaches a local maximum value, and the solution approaches an1W25=J J d(j) =z;RyT;In P_) + 2 2
asymptote similar to the ideal gas model. Once the normalized 1P 1
pressure differential reaches this critical threshod#/(P+). the when n—1 (31a)
throat Mach number remains fixed and the critical static variables

normalized on their respective plenum total parameters remdiRe isentropic work per unit mass during the compression process
invariant. However, ifP; and Ty change there will be variation in for the Rayleigh Model is

the isentropic exponents as well ag. Figure 8 shows thé® 24p 2 [\2
o[ 5 [ol)

Wiheren is the coefficient that represents least squares or average
galue to the true isentropic process = constantp”. When the

1

versusv diagram for air with various isentrope contours. A |
straight line indicates the range of validity of the polytrope model.
Figure 9 shows a plot of the exponents ankrsusP for one of

~ 1)
the isentropes that more clearly demonstrates the range of appli- = (KyzrR,Ty) 1 1+ Ngr E -1 (MR )nR_l
cability of the two models. Wheik and ng differ significantly T U ng—1 ke | Py
from n then the Rayleigh model would give a better prediction of 5 o
the mass flow to the choked condition. E_ ﬁ (32)
2 2
Whenng—1

2dp (2 (Vv?
Uncertainty and Technical Accuracy 1Was™ L P + f . d(?)

The Martin-Hou equation of state has an accuracy of 1% in 5 o
density[12] for conditions at which the density is less than 1.5 — (kyzrR.T)| In| ket E—l —In(k;) | + Ve Vi
times the critical density defined for each refrigerant or[@as0]. T T TP, T 2 2
All the cases discussed in this work are well below this threshold. (320)

Thermodynamic properties at a density greater than this criterion
or in the vicinity of the thermodynamic state defined by and The isentropic work per unit masg,s is for the compressor

P.: should use the equation of state z(T,, ,P,,) including the work input to the gas during the steady state compression process
acentric factor for a non-ideal gas. The power law fit between thieat is used as the reference work input for calculation and com-
thermodynamic variables is an important parameter for accurapgrison to the actual hardware to define the isentropic efficiency.
The range of operation of the venturi meter is important, as theTable 1 compares the properties of air ang & the inlet and
Rayleigh model would provide greater accuracy when the powexit states based on the conditions established by the American
law exponent varies linearly with density in the analysis for theRefrigeration Institut€ ARI) for an air conditioning standard ref-
mass flow to the choked condition. erence state. The standard B;=620.5kPa (90 ps), T,
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=291.7°K (525°R at the inlet; at the outleP,=2.14 MPa(310 M it
psi), T,=347.3°K(625°R. From Eq.(31) for this condition with n
a pressure ratio of 3.44, the isentropic work foy, Recomes

1Wys=32.7 kJ/kg. The values of the different properties have been r
extracted from the data presented 118]. The z value from Table P

1 has the most significant change for the non-idealgas and the Pr
difference betweery andn would have a significant impact on the Ry
prediction of the isentropic work for the real gas. Rip
. R
Conclusion ¢

A mathematical model using the non-ideal equation of state has T
been derived in conjunction with the isentropic flow methodology. Tt
The development closely follows the ideal gas model in com- v
pressible flow and demonstrates an equivalence of the mathemati- V
cal results (— y,r— yT(dz/dT)—0,z—1) for the ideal gas as- Wy
sumption. The polytrope and Rayleigh model relations appear to z
be valid over a significant range of the thermodynamic variables 5P
allowing a closed parametric model for the mass flow equation for vy
venturi applications. With the conventional measurement of the u
appropriate thermodynamic variables the Mach number and static »
parameters can be mathematically correlated for a wide range of®,,
gasses. The mass flow for non-ideal gasses can be theoretically p
evaluated using a venturi meter and the analysis identifies the 1
appropriate measurements for applications in compressible gas 2
flow. c

Various non ideal gases can be used with the venturi meter with cr
standard measurement transducers to calculate the mass flow rate i
with greater precision than the standard assumption of using the R
isentropic flow formulation with the equation of state as the ideal rv

molecular weight

isentropic exponent relating and p, see Eqs(10,
24)

isentropic exponent relating and T, see Eq(15)
static pressure

plenum total pressure

gas constant

Reynolds number

universal gas constant

specific entropy

static temperature

plenum total temperature

specific volume

velocity

isentropic work per unit mass, see E(31, 32
compressibility factor, see Eql)

pressure differenceR;— Py)

Cp/C, ratio of specific heats

absolute viscosity

kinematic viscosity

non-dimensional mass flow rate, see Ed2, 27
density

inlet

outlet

critical or choked, see Eq§13, 2%)

saturated liquid-vapor transition point

plane downstream of inlet

Rayleigh model

reduced variables

gas law. Results for three common refrigerants have been ana- t = throat

lyzed identifying the power law relationship and the Reyleigh T = plenum total
parameters from the thermodynamic variables for the isentropic,

non-ideal gas. Thus many engineering problems can be addressed

including the isentropic single stage compressor design for 92$%Sferences

that deviate from the ideal gas law at higher temperature an
pressure using the theoretical framework discussed in this analyi]
sis. If the exponenn deviates significantly as is the case for
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Closely Spaced Circular Cylinders
in Cross-Flow and a Universal
Wake Number

David Sumner

Department of Mechanical Engineering, To investigate the effectiveness of a universal wake number for groups of closely spaced
University of Saskatchewan, bluff bodes, staggered cylinder configurations with center-to-center pitch ratios of P/D
57 Campus Drive, =1.125 and 1.25, and incidence angles frars0 deg-90 deg, were tested in the sub-
Saskatoon, Saskatchewan, S7N 5A9 critical Reynolds number regime. The aerodynamic forces, base pressure, and vortex
Canada shedding frequencies were measured for the upstream and downstream cylinders, and

were found to be strongly dependent on the incidence angle and small changes in the flow
pattern. The Griffin number was found to be an appropriate universal wake number for
the closely spaced staggered cylinders, based on the total drag force acting on the two
cylinders, and the average base pressure for the two cylinders. The results suggest that the
single vortex wake of a pair of closely spaced staggered cylinders is broadly comparable
to the wake of a solitary bluff body, and that the universal wake number concept can be
extended to groups of closely spaced bluff bodie®I: 10.1115/1.1667881

1 Introduction - fD’ D' U 1
A circular cylinder immersed in a uniform cross-flow has been T U DU @)

a well-studied problem in fluid mechanics. For a wide range ég

Reynolds number, Re, including the subcritical, supercritical arjI rough Bernoulli's equation, the velocity just outside the shear
Y o 9 » Sup ' “layer,Ug, can be related to the base pressure coefficiepg,

postcritical regimes, the flow around the circular cylinder is Chaﬁnd a base pressure paramelercan be defined:
acterized by the periodic alternate shedding ofrian vortices. P P exere '

The regular spacing of vortices in the wake of the cylinder, known U2
as the Kaman vortex street, can persist for many cylinder diam- Cpp=1- (U) @)
eters downstream. Using the cylinder diameleras a reference
length, and the freestream velocity, as a reference velocity, the B 1o Ys
vortex shedding frequency, is expressed in dimensionless form K=(1-Cpsg) U ©)
as the Strouhal number, StfD/U). )
Periodic alternate vortex shedding and a vortex street also ch&R€ universal Strouhal number then becomes
acterize the wakes of other 2-D bluff bodies, including the square D’ D'U StD'
cylinder, rectangular cylinder, and flat plate, for example. For St = U :Stﬁu_: KD 4)
S S

these non-circular shapes, the Strouhal number uses the cross-
stream or transverse width of the bluff body as the referen@vth analytical[1,2] and experimenta]3] methods have been
length. The study of bluff body wakes from different wake genused to defineD’, however a semiempirical approximation for
erating bodies has been motivated by many practical applicatiofise wake width is often usefB], where Cp is the mean drag

many of which involve the tendency of the structure to experieng@efficient:

vortex-induced vibrations. ,

The possibility that similar vortex wakes may develop behind D_: Co (5)
vastly different two-dimensional bluff bodies has led researchers D —Cpg’
to explore the concept of a universal wake number, which is i
dependent of the cross-sectional geometry of the vortex wake g
erating body. Several different definitions have been proposed in St Cp
the literature, including the universal Strouhal numbers of Roshko St'=— K Con (6)

[1] and Bearmaf2] and the universal wake number of Griffig]. PB
These numbers have variously involved the vortex shedding fre-By using similar scaling relationships, a modified drag coeffi-
quency, drag force, and base pressure of the bluff body. Tent,Cf, was defined by Griffirf3]:
achieve their universal nature, they have used length and velocity
scales associated with the vortex wake, rather than the body shape «_Co E _~Cpo @
or the freestream. PTKZDp’ K%~
The universal Strouhal number,*$tuses the wake widthp’,

" .
and the velocity just outside the shear layer near the point Epde product fS’[ﬁDﬁvgaz fofllmd to relm(?ln _nealr_ly dconst?nt f_or a
separationUg, as the reference length and velocity scales, rdyld€ range of biufi-body Tows, Including: cylinders of various

. . : cross-sections; cylinders with splitter plates, base bleed, and rough
?c? ?ﬁg\/;gij;?rsi?su\é%tiﬁ;%i?déggsgg\%eggfwﬂ' Itis related surfaces; fixed and oscillating cylinders; and cylinders in the sub-

critical, critical, and postcritical regim¢8]. This product has sub-
sequently become known as the Griffin number,557]:

j'll]w_e universal Strouhal number,*$tthen becomes

Contributed by the Fluids Engineering Division for publication in ticeJBNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division C
February 12, 2003; revised manuscript received September 30, 2003. Associate Edi- G=St* C’IS :_3D' (8)
tor: M. V. Otligen. K
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Fig. 1 Staggered configuration of two circular cylinders of (©) — @
— G j \) \D

equal diameter, immersed in a steady mean cross-flow. In- o =30°
cluded is the force convention for the downstream cylinder.

Both St and G have been applied with varying degrees ((d) U . Q : /3
success to isolated 2-D bluff bodies of various cross-sections oy i O\\, G \) \)
a wide range of Reynolds numbé]. Collapse of the data is seen o =60 \_3
for bodies with both moveable and fixed separation points; wit
smooth and rough surfaces; with splitter plates and base bleed

e G /3

steady and confined flow; undergoing forced and free vibration; @
pitch angle and yaw angle with the freestream; and through tl © U
subcritical, supercritical, and postcritical Reynolds number re ano 65
gimes[1-9]. =90 J_D \) J
Some groups of closely spaced bluff bodies immersed in cross-
flow, such as a pair of circular cylinders, are also found to genetig. 2 Single bluff-body behavior of two closely spaced stag-
ate a single vortex street, depending on their proximity to orgered circular cylinders of equal diameter: (&) tandem,
another{10,11]. Cylinder groups can be found in many practicap=0 deg; (b) a=15 deg; (c) =30 deg; (d) a=60 deg; (e) side-
applications, such as the designs for heat exchangers, cooling $ysside, @=90 deg, R=shear layer reattachment, G =gap flow.
tems for nuclear power plants, offshore structures, buildings,
chimneys, and power transmission lines, and therefore the rel-
evance of the universal wake number concept to these configura-
tions needs to be explored. If applicable, this would indicate that a
single vortex wake generated by a group of bluff bodies is similar
to that of a solitary bluff body. Test section roof
The most general configuration of two circular cylinders, o
equal diameterD, immersed in a steady mean cross-flow of ve

locity, U, is known as the staggered arrangem@ig. 1). Here, a

the cylinders are spaced at a center-to-center dist&#ead at an

angle, a, to the oncoming mean flow. The flow pattern, vorte: \ End plate support
shedding frequency, and aerodynamic forces are highly sensit and bearing

to the combination of the nondimensional pitch raf®ip, and ] )

the incidence angley [11-15. When these cylinders are closely Quter circular cylinder End plate

; S it ; (free to rotate with the
spacedP/D<1.5, their behavior is similar to that of a single bluff | "0 e ©40 e

body, and a single vortex street is generdte14. This behavior  cengal cylinder) ———_
is illustrated schematically in Fig. 2, where a familiar rien

vortex street forms in the combined wake of the cylinders in spi Central. instrumented
of the complexity of the flow close to and around the cylinder: Flow . circular cylinder
which may include the actions of shear layer reattachment a d"ec-t“’" (fixed to force balance)
base bleed. In the present study, closely spaced pairs of circt
cylinders of equal diameter arranged in the staggered configu
tion are tested in the subcritical regime, and a suitable definitic

of the universal wake number is explored.
End plate

2 Experimental Approach Turntable

Experiments were conducted in a low-speed, closed-rett Ground plane
wind tunnel, with a test-section of 0.91m (height)
X 1.13 m (width)<1.96 m (length). A ground plane was installec N [
in the test section. The longitudinal freestream turbulence inte
sity was no greater than 0.6% and the freestream nonuniformity 10
the central portion of the test-section, outside the test-section-w ﬁ\ \

End plate support

boundary layers, was no greater than 0.5%.

Two circular cylinders of equal diamete=0.032 m, were
arranged in staggered configurations RfD=1.125 and 1.25, Six-component force balance
similar to that adopted by14—16; see Fig. 3. Experiments were
conducted in the subcritical Reynolds number range=R®e Fig. 3 Schematic of the experimental setup in the wind tunnel

Test section floor
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X10*~7x10* The first cylinder was mounted vertically from a Upstream Cylinder Downstream Cylinder
six-component force balance located outside and below the wi A Lokt J ’

tunnel test sectioiiFig. 3). The uncertainty in the mean aerody- [ = 0

namic force coefficientsC, andCp, was estimated at2% at  » "2 * @
Re=5x10". This cylinder was centrally located in the test sectio L}
and was instrumented with base static pressure taps along its sj )
The second cylinder was mounted between a pair of circular e(2)
plates, isolated from the force balance, and could be rotated ir .
about the central cylinder using a computer-controlled turntak ] nnEEESEny 1
embedded in the ground plariEig. 3). In this way, the central 1 Iﬂh’g'gaﬁ'ﬂwg'q ------------ U B SELLLLLLERE,
cylinder could represent either an upstream or downstream cyl ¢ ] ool

der, over the full range of incidence angtes0 deg—90 deg. The 0 Om
uncertainty in angular position was estimated-&x 25°. With the

end plates in position, the length of cylinder exposed to the flo(®)
wasL =0.563 m, giving an aspect ratio of ARL/D=17.6 and a 0
solid blockage ratio of 1.75% per cylinder.

Reference flow conditions were measured with a Pitot-stal -1 TDDDDDDDD R . .|
probe(United Sensor, 3.2-mm diametend Datametrics Barocell S nm"Saggnooogit) | ,g.nﬂwup,ﬁﬁ! o
absolute and differential pressure transducers. Base pressure r " _ =
surements on the central cylinder were obtained with a Validyt
differential pressure transducer. The measurement uncertainty
the mean base pressure coefficigDtg, was estimated at1% .
at Re=5x10*. Data from the pressure transducers and the for: a 1 B
balance were acquired with a Pentium Il microcomputer, a N. o2lm 4 -'. ST
tional Instruments AT-MIO-64F-5 12-bit multifunction board anc _ Eunn | Doogm L
LabVIEW software. Vortex shedding frequencies were acquire % g.1[ “Wl:l:n:nnunue.1 L DDDDDDDDDDE}

o
d
[}
o

|
1

R

3 . L 1 . ) R 1
0.3 v

with a TSI 1210-T1.5 single-component hot-wire probe, an IFA un®

100 anemometer, a National Instruments PCI-6024E data acqu 0.0 L L L P

tion board, and the Virtual Bench Digital Signal Analyzer. Sinc(d) 0° 30° 60° 90° 0° 30° 60° 90°
the detection of a Strouhal number for the upstream cylinder o o

highly sensitive to the measurement locatj@f,13, the hot-wire

probe was located at various positions to ensure the reliability aRig. 4 Experimental data for two closely spaced staggered
repeatability of the power spectra. The probe was typically posiylinders, Re =5X10% (a) mean lift coefficient, uncertainty
tioned atx/D=3.0 andy/D=1.0 from the downstream cylinder, £2%; (b) mean drag coefficient, uncertainty ~ +2%; (c) mean
and atx/D=3.0 andy/D=1.0 from the upstream cylinder. Thebase pressure coeffluoent, uncertainty .tl%; (d) Strouh.al num-
measurement uncertainty in St and the universal wake numb sinéleugcﬁ;t:é?ty +4% W, P/D=1125 0, PID=125 ----- ;
St* and G, was estimated &at4% at Re=5x10". 4 :

the two pitch ratios. The data were found to be independent of the
3 Results and Discussion Reynolds number, similar fd4-16, and the results in Fig. 4 are

The flow field for staggered configurations BfD=1.125 and SNOWn for Re5x10" only.

1.25 is similar to a single bluff body for nearly the entire range aof The mean lift coefficientC, [F'g' 4@)], for the upstream cyl- .
a, since the cylinders are situated very close to one another dR{e" €xPeriences large changes in magnitude and direction, which
the gap between them is sméll1,14,18. Karman vortex shed- corre_spond t_o changes in the flow patt_e[m$,l4,16. The drag .
ding tends to occur from the cylinder group as a whole, rathﬁpeﬁ'c'em[':'g' Ab)] of thoe upstream cylinder may be up to 30%
than from the individual cylinders, and there is singléridan ]gher(gnfavorab!eor 25% Iowe_r(favorablq th_an the value for a
vortex street in the combined wake. In a tandem configuratiopn9'€ circular cylinder, depending on the incidence angle. For the
a=0 deg[Fig. 2@)], the shear layers from the upstream cylinde bwnstrgeam cyllnder,_the shielding effect of the upstream cylmder
wrap around and enclose the downstream cylinder. As the inCRuSes Its drag coefﬂqen_t to be lower than the value for a single
dence angle is increased=15 deg and 30 defFigs. 2b,0)], the cylinder. At very small incidence angles, the shear layers fron_1 the
inner shear layefclosest to the flow centrelinérom the upstream upstream cylinder completely enclose the downstream cylinder

cylinder either wraps around, or reattaches onto, the downstreHni- 2@], and the drag force on the downstream cylinder be-
cylinder. At larger incidence anglea=60 deg[Fig. 2(d)], shear comes negative, indicating that it experiences a thrust force. The

layer reattachment onto the downstream cylinder can no longerghavior of the base pressure coefficigffig. 4(c)] tends to mir-
maintained. Instead, some of the approach flow is directé@r that of the drag coefficient. The small increas&is at high
through the gap between the cylinders and enters the near-wéﬂ@dence angles is a res_ult of the base-bleed effect of the weak
region. This weak gap flow is similar to “base bleed,” which92P flow between the cylinders.

refers to the injection of low-momentum fluid into the near-wakﬁ The Strouhal number daf&ig. 4d)] show that the same Strou-

of a bluff body. In the side-by-side configuration=90 deg[Fig. & number is measured behind the upstream and downstream
2(e)], the two cylinders continue to behave as if a single biuffY!inders, which indicates that a single vortex shedding process is
bod); with base bleefL0]. presenf11]. In staggered configurations with higher pitch ratios

than in the present study, two distinct Strouhal numbers are mea-
3.1 Behavior of the Experimental Data. The aerodynamic sured at most incidence angles, where the cylinders no longer
force data, base pressure data, and Strouhal number databfeinave as if a single bluff bodyL1,13,15. The Strouhal number
P/D=1.125 and 1.25 are shown in Fig. 4. Here, an outwardienerally remains lower than that of a single, isolated circular
directed lift force on a cylinder is considered positive, and acylinder for nearly the entire range @f. The Strouhal number
inward-directed lift force on a cylinder is considered negatdee steadily decreases witta to a value of St 0.1 (one-half the vor-
fined in Fig. 2. The behavior of the aerodynamic forces, bastex shedding frequency for an isolated circular cylind&he low-
pressure, and Strouhal number with incidence angle are similar &aing of the Strouhal number occurs as the near-wake region
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Fig. 5 Universal wake number data for two closely spaced
staggered cylinders, Re =5X10* (a) Strouhal number, uncer-
tainty *4%; (b) universal Strouhal number, uncertainty +4%);
(¢) Griffin number, uncertainty  *+4%. [, Upstream cylinder data
only; A, downstream cylinder data only; @, data for both cylin-
ders together; ----- , single cyli nder.

lengthens and widens with increasinag In the nearly tandem

configuration,a<<15 deg, the Strouhal number is higher than thgi
single-cylinder value. The high frequencies measured at small in

cidence angles are also found in the tandem configurdfi@h

and are caused by a shortening and narrowing of the near-w.

region compared to the case of a single cylindel]. The small
degree of scatter in the St data @+ 30 deg, particularly for the

upstream cylinder, is related to the dynamics of the shear la
reattachment proce$45,16. Coincidentally, at these smaller in-
cidence angles, the peaks in the power spectra are smaller
more broad-bandefdl6]. At high incidence angles, there are dis
continuous changes i@, , Cp, Cpg and St, which are thought to
be caused by changes in the strength and deflection angle of
base-bleed gap floW14,16. The power spectra for incidence
angles near the discontinuity show two small vortex sheddi

peaks; this suggests that two base-bleed gap flow patterns

Strouhal numbers of $t0.075 and 0.084 foP/D=1.125 and
1.25, respectively. These valuesat90 deg are 30% lower than
the measured single-cylinder value of S$t0.104 (shown by the
dashed line in Fig. ®)) and the values are different for the two
P/D ratios. For lower values ok, the upstream and downstream
cylinder values of 3t begin to diverge from one another and St
is not universal with the incidence angle. This is particularly evi-
dent fora<30 deg, where the Stdata for the downstream cylin-
der become negative, which happens because this cylinder expe-
riences a thrust force(Fig. 4(b)) in the nearly tandem
configuration(Figs. 2a,b)).

The Griffin number data in Fig.(b), calculated separately for
the individual cylinders, collapse to a common Griffin number at
a=90 deg of G=0.035 and 0.040 foP/D=1.125 and 1.25, re-
spectively. These values are more than 45% lower than the mea-
sured single-cylinder value of 60.062 (shown by the dashed
line in Fig. 5c)) and different values are obtained for the tR(D
ratios. However, as in the case of thé& $fata, the Griffin number
data are not universal with the incidence angle, and G for the
downstream cylinder becomes negative 46130 deg.

The ineffectiveness of the universal wake numbers, particularly
when the cylinders are nearly tandem, may be caused by the gap
between the two cylinders. NakamUi@] reported that the after-
body shape could have a strong influence on the base pressure, the
interactions between the separated shear layers, and the flow in
the vortex formation region, and therefore the universal Strouhal
number. This was particularly evident for the contrasting cases of
a H-section cylinder and two tandem normal flat plate#ssimilar
geometry but without the horizontal bar joining the flat plates
which had different universal Strouhal numbers despite the similar
geometry[9]. The behavior of the two nearly tandem circular
cylinders in the present study, where the downstream cylinder is
separated by a gap from the upstream cylinder, is similar.

A second approach was to consider the cylinders together as a
ngle body rather than as separate upstream and downstream cyl-
ders, which is more consistent with the actual fluid behavior.
This was done by using the total drag force experienced by the

%wnder group, the average base pressure coefficient of the two

cylinders, and the Strouhal number data for the downstream cyl-
i Fler, when calculating Stand G using Eqs(6) and (8). (The
choice of the Strouhal number data from the downstream cylinder
arbitrary, and was made for calculation purposes only, since
€ St data were essentially identical for the two cylinders, see
Fig. 5a).) The St and G results for the single-body approach are
ﬁ;ewn as solid symbols in Figs(kgc), respectively.
he universal Strouhal number data calculated using the single-
dy approach, Fig.(6), are improved fore<<30, compared to
individual-cylinder approach, since *Stremains positive.

appear alternately, i.e. intermittently switch from one flow patteffowever, the St data still vary considerably withx and P/D,

to the other, on or about the critical incidence angdlé.

and a universal value is not obtained. The Griffin number data,
Fig. 5(c), calculated following the single-body approach are sig-

3.2 Universal Wake Numbers. The universal wake number nificantly improved over the individual-cylinder results, however.
data are presented in Fig. 5, where the Strouhal number data haverage universal wake numbers 0f®.073(10% standard de-
been included, in Fig. &), for comparison purposes. The resultsjiation) and 0.077(15% standard deviationare obtained for

are mostly similar for the two pitch ratio®/D=1.125 and 1.25.

P/D=1.125 and 1.25, respectively, over the entire rangev.of

The cylinders comprising the staggered configuration were infhe close agreement of these values for the two pitch ratios sug-
tially considered on an individual basis, as either an upstream @ésts that the Griffin number is independenPdb. These values
downstream cylinder, despite the fact that together they producefaGriffin number are now within 25% of the measured single-

single vortex street and have the same Strouhal nur(iBigr

5(a)). Separate universal Strouhal numbers,, $or the upstream
and downstream cylinders were therefore calculated from@&gq.
using each cylinder’s individual data f&@@p, Cpg, and St. A

cylinder value, indicating the vortex street wake of the closely
spaced staggered cylinders is to some extent similar to that of
single, isolated bluff bodies.

The overall effectiveness of the universal wake number de-

similar approach was followed to calculate the Griffin number, Gaends on a finding a suitable definition for the base pressure mea-

for each cylinder, using Eq8). The results for St and G are
shown as the open symbols in Figgb5), respectively.

From Fig. 8b), it is seen that the Stdata become nearly pitch-

surement[5], one which represents the combined wake of the
staggered cylinders and is consistent with the semi-empirical defi-
nition of the wake widthD’, in Eq. (5). In the present study, the

angle independent for>30 deg. In the side-by-side configura-greatest improvement in the collapse of the data was obtained by
tion, corresponding tax=90 deg(Fig. 2(e)), the wake data for using the average base pressure coefficient of the two cylinders.
both the upstream and downstream cylinders collapse to univershis approach is most reasonable when the cylinders are nearly
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The Effect of Wake Passing on a
N Flow Separation in a
mamnsisasss | LOW-Pressure Turbine Cascade

Manufacturing Engineering,

University of Melbourne, Australia . . . . .
¢-mail: mjbrear@unimelb.edu.au This paper describes an investigation into the effect that passing wakes have on a sepa-

ration bubble that exists on the pressure surface and near the leading edge of a low-
pressure turbine blade. Previous experimental studies have shown that the behavior of

Howard P. Hodson this separation is strongly incidence dependent and that it responds to its disturbance
Whittle Laboratory environment. The results presented in this paper examine the effect of wake passing in

Engineering Department, greater <_jetail. Tv_vo-_dimensional, Reynqlds ave_raged, numerical predictions are first us_ed
Cambridge University, UK to examine qualitatively the unsteady interaction between the wakes and the separation
g-mail: hph@eng.cam.ac.uk bubble. The separation is predicted to consist of spanwise vortices whose development is

in phase with the wake passing. However, comparison with experiments shows that the
numerical predictions exaggerate the coherence of these vortices and also overpredict the
time-averaged length of the separation. Nonetheless, experiments strongly suggest that
the predicted phase locking of the vortices in the separation onto the wake passing is

physical.[DOI: 10.1115/1.1667884

Introduction an exact replication of the true wakes, the simulated wakes are
ﬁaasonable for the present study because the wake passing fre-

Brear et al.[1] discussed that the design of modern aircrai . :
engines often involves manipulation of the blade surface boundz% ency and root mean squaRMS) intensity of the wakes appear

layers through the exploitation of the engine’s disturbance en\fﬁtgrea(t:rt]i%ﬁ rE)aerta\}\cl:éeérrl]stthes \E\t]z-?lfegng:%“% git:p:?rgt?otr?e nature of the

ronment. This is done to sustain or improve the engine perfor- Lo T o . .
mance whilst reducing its weight and/or cost. For example, ug—The blade shown in Fig.dlis based on a 50% reaction design.

stream blade rows shed wakes that cause a periodic forcing of fi%e reduced frequency” of the wake passing is a nondimen-

boundary layers on downstream blades. Several low-pressure ur-nal frequency that is defined as

bine designs have exploited this phenomenon to achieve improve- __ fC C C
ments in performancg,3]. V.~ s COSa2=s—COSaz(tanazftanal). (@)

This study examines the effect of wake passing on a separation 2 BAR BAR
that exists on the pressure surface and near the leading edge 6maa given blade with set inlet anglee., blade incidengeand
current, low-pressure turbine blade. Two dimensional, Reynoldgit angle, the reduced frequency is essentially an indicator of the
averaged numerical predictions are first used to study the interpitch of the upstream blade row. A low-speed, one-and-a-half
tion between passing wakes and the separation. These predictistage, low-pressure turbine with the blade shown in Figad its
are then compared to experiments, and while both sets of result&l-span section and engine representative blade counts was stud-
do not agree in all respects, a complex interaction between tieel in the Whittle Laboratory previously and had a reduced fre-

passing wakes and the separation is seen in both cases. quency of 0.62 for the stators and 1.29 for the rotors. Neither of
these values could be matched exactly on the moving bar cascade
Experimental and Numerical Methods because of geometry constraints, and a datum value of 0.58 was

ngposen for the experiments. Given that the highest and lowest

tunnels at the Whittle Laboratory, Cambridge University. Thyalues of the reduced frequency studied were 1.16 and 0.29, re-
blade, cascade and tunnel studied in this paper is the same as A tively, and that the main conclusmns.of this paper are largely
studied in Brear et a[.1]. A “moving bar cascade” consisting of "dependent of the reduced frequency, this datum value was con-
seven turbine blade@ig. la and Table ), was used and is dis- S|d_|¢_ar2edhsut|ta_ble for more detatlled mvestlgaf\tlon. d with “Dant
cussed in more detail in Brefd]. Wakes shed from an upstream Pl?:'; no 'Wl're measurements were pe: ?]rme 1 wi d ar|1 ecd
blade row were simulated by circular bars of 2 mm diameter th%? ;" single sensor, streamwise normal hot wires, and relate
translated circumferentially along a plane located 5Q% up- antec equipment. In order to resolve events within the wake
stream of the cascade leading edge. All results presented in #ESing cycle, ensemble averaging over a number of wake passing
paper were performed at a cascade exit Reynolds numbgofRe periods was also performed. The ensemble averaged mean veloc-

130,000, which is representative of cruise conditions for thlly Was defined as

All experiments were performed in low speed, open return wi

blade. M
The 2 mm bar diameter and axial location was shown by How- T :i 2 U, 2
ell et al.[3] to generate wakes that are a reasonable representation Mz

of those inside the low-pressure turbine. Specifically, Howe\ll\llhereM is the number of ensembles ang; is the velocity at

Et- al.[3] sh_owed that bars of the _stated_d_|ameter produced_walﬁ(ﬁgtamj of ensemblé. The ensemble averaged, RMS velocity was
with a profile loss and peak velocity deficit that were very S'm'latthrefore

to the those shed by a real upstream blade row. While this is no

M
/1
Contributed by the Fluids Engineering Division for publication in tiJBNAL 'ﬂj RMS— —2 (u; j—'ﬂj)z, 3)
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division ' M= '

March 4, 2003; revised manuscript received October 30, 2003. Associate Editor: W. .
W. Copenhaver. as opposed to the more usual, RMS velocity
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The limitations in the accuracy of a stationary hot wire in a
recirculating flow are acknowledged. However, the complexity of
the geometry under investigation as well as the proximity of the
separated shear layer to the blade surface in some cases made
measurements with flying hot wires or lasers just as, or even
more, problematic. Nonetheless, likely systematic errors should be
kept in mind when interpreting RMS velocity fluctuations quanti-

62.8° tatively. Kiya & Sasak{5] found that stationary hotwire measure-
ments can significantly overpredict the streamwise velocity fluc-
tuations in separation bubbles by as much as 30% of the local
mean velocity at the center of the separated shear layer. It is
nonetheless emphasised that these main sources of error are sys-
tematic, and the repeatability of the RMS velocities was found to
viscous ‘O’ mesh be within £0.01V,.

The surface static pressure was measured at 43 points around
the blade with a ‘Scanivalve’ pressure switch and a Druck
PDCR-22 differential pressure transducert@5 mbar range. The
uncertainty ofV/V, was estimated to be:0.02.

The smoke wire visualizations were performed with a length of
resistance wire placed upstream of the cascade. This wire was
coated with a heavy automotive oil and was then subjected to a
DC voltage. A light sheet generated la 1 kW halogen lamp
illuminated the midspan section of the cascade, allowing images
to be captured by a Kodak Ektapro, high-speed digital video cam-
era, placed outside an endwall viewing port.

The numerical predictions were performed with a 2-D solver
named ‘Unsflo’. Unsflo is a coupled solver which solves the Euler
equationsn a H meshfurther from the blade surface, and the
Reynolds averaged, thin shear layer equations in an ‘O’ mesh
surrounding the bladé€Fig. 1b). In this investigation, the single
blade passage predictions were performed at a cascade exit Mach
number of 0.2 in order to accelerate convergence and used a
turbulence model and fourth order smoothing. The surface normal
extent of the O mesh was carefully chosen to contain the separa-
tion bubble and had 200 points around the blade surface and 30
points normal to the blade surface. The first point in the viscous
mesh was always less than 2 wall units away from the blade
Fig. 1 a The low-pressure turbine blade and  b) the ‘Unsflo’  surface. The inviscid, H mesh had 200 streamwise and 30 pitch-
computational mesh wise points. Mesh independence was defined as occurring if the

time averaged reattachment point of the separation bubble was
unchanged with further mesh refinement. This was achieved with
N the mesh shown in Fig.hl Whilst the difficulties in using two
_ /1 E — 4 dimensional, Reynolds averaged solvers in unsteady separated
Urms™ szl (uj—u)7, @ flows are acknowledged, they can give reasonable results, al-
) . ) though their shortcomings are well documeniédi Further de-
whereN is the number of samples amdis the mean velocity. tajls of Unsflo are contained in Giles & HaimEg| and Breaf4].

All results were sampled at a logging frequency of 25 kHz, with Both steady inflow and wake passing conditions were studied in
a low pass filter set at a 10 kHz cutoff frequency. The ensembige numerical predictions. For the wake passing cases, the incom-
averaged results consisted of 100 ensembles of 4096 samples. jl§ewakes were Gaussian in shape and defined to have the same
entire pressure surface flow was mapped out with 19 circumfejeak velocity deficit and width as the measured wake of the blade
ential traverses from 95% to 5%y along the pressure surface inshown in Fig. &. It is also noted that the reduced frequency was
5% Cy increments and a further traverse at ©%. All traverses (.89 for all the numerical predictions presented in this paper. This
extended 0.1 mm circumferentially above the pressure surface\ilue arises when the pitch of the upstream blade row is the same
one third of the blade pitch. Details of the calibration procedurgs the pitch of the bladerow under investigation, and was chosen
are given in Breaf4]. Including hot-wire positioning and regular so that only one blade passage needed to be modeled, thus mini-
calibration, a complete set of ensemble averaged measuremefitsing the required computational effort. Whilst not presented,
took approximately 9—-10 hours of continual experimentation. Fufumerical predictions performed at ha.44 and twice(1.78
ther increases in the number of ensembles was not considefiesl reduced frequency revealed the same basic interaction be-
practical, and the results presented are of sufficient quality for thgeen the wakes and the separation. This is in keeping with the
arguments put forward in this paper. trends seen in experiments discussed earlier, which suggests that
the choice of a reduced frequency of 0.89 for further investigation
was also reasonable.

b)

inviscid ‘H’ mesh

Table 1 Parameters of the cascade blade

chord,C (mm) 148.3 Discussion

axial chord,C, (mm) 126.8 Figure 2 shows a comparison between the measured and pre-

g'tgﬂﬁn’?m; 1??735-8 dicted isentropic velocity distributions around the bladeder

inplet flow angle aii =0 deg, a; (deg 304 Steady inflow conditionsThe experimental and unsteadyme

exit flow angle,a, (deg 62.8 accurate numerical results agree closely, except in the region
from the leading edge to roughly 502 on the pressure surface,
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Fig. 2 Isentropic velocity distribution from experiment and
timed averaged numerical predictions for steady inflow and i
=0deg (S and R denote separation and reattachment points
respectively )

Fig. 3 Instantaneous entropy coefficient and instantaneous
streamlines from unsteady predictions with steady inflow and
i=0 deg (scale as in Fig. 6 )
which is the region occupied by the flow separation studied in this
paper. By comparing the isentropic velocity distributions with sur-
face flow visualization and hot-wire measurements, Brear et gtitical point [10]. A third vortex with clock-wise sense exists
[1,8] showed that the local minimum in isentropic velocity occursloser to the blade surface. Animations of this instantaneous
at the time-averaged reattachment point of the separ®iqR+. streamline structure show that the separation periodically pro-
Thus, the unsteady numerical predictions can be seen to signifirces a pair of vortices of opposing sense. This behavior is shown
cantly overpredict the axial length of the separation with steadlyore clearly when wake passing is included later in this paper; the
inflow (Table 2. Figure 2 also shows the isentropic velocity distarger, counter-clockwise vortex merges with that immediately
tribution for a steady prediction, where ‘steady’ is taken to meagownstream of it, whilst the clockwise vortex lifts off the surface
that the time-step at each cell varies, and depends on the loaglit dissipates.
velocity. Thus, with the same steady inflow boundary condition, The instantaneous streamline structure would therefore seem to
the steady prediction shows reattachment at @Q%compared to be in partial agreement with the topology of a shedding separation
the unsteady predictions in Table 2. This illustrates the strong tirb@bble put forward by Theofilis et dl11], as well as a number of
dependence of the equations of motion within this region. 2-D numerical studieg12—14. These other investigations all ob-
The difference between the steady and unsteady predictionssaived a periodic growth of vortices of both senses that are trans-
the suction surface prior to peak isentropic velocity in Fig. 2 iported downstream as they decay. This is in contrast to the present
thought to be due to blockage effects of the separation. Since thémericalpredictions, where the vortices are not observed to shed
steady prediction produces a significantly smaller separation, ti@wnstream of the separation. Rather, the counter-clockwise vor-
velocities outside the separation will be smaller than those for ttiees are seen to continuously merge, although the reason for this
larger separation produced by the unsteady numerical predictioiss,only speculated upon. These other, cited studies of two-
for a given mass-flow through the blade passage. dimensional separation bubbles featured the flow downstream of
Figure 3 shows contours of entropy coefficigitat an arbi- the separation relaxing to a zero pressure gradient. In a manner
trary instant during the unsteady prediction with steady inflowhat is possibly analogous to two dimensional cavity fldgds],
The entropy coefficient is defined as: the turning of the blade in the present study causes the flow to
2To(S—Svar) accelerate strongly towards the_ trailing edge, and_ perhaps captures
_Z 0> Sref) (5) vortices shed from the separation rather than letting them convect
s V% ' downstream. Certainly, separated flows cannot exist in regions of

where the reference entrogy,; for this quantity is defined along favorable pressure gradient such as that seen downstream of reat-

the uniform inlet boundary of the computational domain. Sinc‘@chment in Fig. 2, and this lack of shedding was also observed

: ; P en other, or no, turbulence models were used. Thus, the present
entropy is a passive scalar when no entropy generation is occlif ' P ; .
ring [9], Fig. 3 shows both the generation of significant levels €OMetry could modify the behavior of the separation from that

entropy within the separation in addition to the entropy transpo%.bservecj in other, more simplified geometries. However, Alam &

The instantaneous streamlines in Fig. 3 show two count andham([12] also warn that 2-D simulations of separation

: ) P : a saddlePubbles are likely to exaggerate the coherence of these vortices
clockwise vortices(center critical points separated by both within the separation and downstream of reattachment. Since

this is consistent with the isentropic velocity distributions in Fig. 2
and the smoke-wire visualizations presented later, the numerical

Table 2 Time averaged axial location of reattachment from ex- predictions presented should therefore be treated with some cau-
periments and unsteady numerical predictions for i=0 deg tion.
_ reattachmenty/C,) ~ Experiments confirm that the perlo_dlc growth of spanwise vor-
inlet boundary tices is physically reasonable behavior although, as expected, the
condition expt. pred. numerical predictions appear to exaggerate it. Figure 4 shows that
steady inflow 05 0.61 the smoke wire visualiz_ation at O_° incidence reveals a _strongly
wake passing 0.4 0.61 unsteady separated region, in which large coherent vortices such

as those seen in the numerical predictions are not observed. How-
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Fig. 5 Measured time traces of (uraw— U)/ V, along the center
of the separated shear layer for a) i=—10deg, steady inflow

Fig. 4 Smoke-wire flow visualization of the separation at 0 deg and b) i=0deg, f=0.29
and —10 deg incidence under steady inflow

more positive, the smoke-wire visualizations suggest that these
ever, Fig. 4 also suggests that the separationlf deg incidence vortices appear to loose their coherence more quickly. Thus, as
features periodic formation and convection of large, spanwise vélam & Sandham[12] argued, a 2-D, numerical prediction that
tices(labeled 1 and 2 This behavior is in keeping with the shed-cannot model this inherently three dimensional phenomenon will
ding, 2-D separations discussed earlier, and suggests that a sighifist likely exaggerate the streamwise extent of these spanwise
cant change in the dynamics of the separation occurs betwasittices.
0 deg and—10 deg incidence in the experiments. Figure 6 shows predicted contours of the entropy coefficient at

Contours of entropy can also be considered smoke-like by cagqually spaced instants during a wake passing cycle. The refer-
sidering again the passive scalar behavior of entropy in the anice entropys..; for these contours is defined as occurring mid-
sence of entropy generation. The smoke-wire visualization way between two wakes at the inlet boundary of the computa-
—10deg incidence in Fig. 4 then perhaps shows some qualitatiienal domain. Figure 6 shows the mainly inviscid distortion of
similarities to the contours of entropy in Fig. 3 at 0 deg incidenc#e wakes shed from the simulated upstream bladerow as they are
excepting that the smoke is generated outside of the bladertiansported through this bladerow. This behavior is qualitatively
whereas the entropy is generated within the shear layers. In bsifilar to that of several other studighs,17), and also shows that
cases, the quantity in question appears to wrap around the sphe- wakes extend into the region occupied by the separation
wise counter-clockwise vortices as they travel downstream. htibble under investigation.
therefore appears that the numerical predictions are correct in sd-igure 6 also illustrates the predicted interaction between the
far as they do not show any shedding of large vortices at 0 degparation and the wakes during one wake passing pé&riéd
incidence. However, as discussed earlier, they are incorrect in tlime t=0, the separation can be seen to consist of three structures;
they exaggerate the size and coherence of these vortices withingéhgnter-clockwise vortices 1 and 3 are separated by the clockwise
separation. vortex 2. As time progresses past instantd 14 and &=T/2, vor-

The frequency of formation of these vortices in the smoke wii@x 2 can be seen to draw away from the pressure surface and
visualization at—10 deg incidence corresponds to that seen in tHEecome smaller whilst vortex 3 grows in size and moves towards
hot-wire trace at the same incidence and@4n Fig. 5a. Thus,
the separation at 10 deg incidence has a clear, natural frequency
that is observed in both the smoke-wire visualizations and thgble 3 Shear layer and wake passing frequencies at 0 deg
hot-wire traces. As Brear et g[1] showed, hot-wire measure-incidence from experiments and unsteady numerical predic-
ments at 0 deg incidence andl0 deg incidence also showed thations
the separation had a natural frequer@@able 3 but, as Fig. 4

showed, they lacked the clear vortices in the smoke wire visual- expt. pred.
izations. Thus, hot-wire results suggest that the separated fl@forced, shear layer freqHz) 87 75
transition is characterized first by the growth and then breakdowvake passing freqHz) 52 (f=0.58) 80 =0.89)

of these spanwise vortices. However, as the incidence becoraes
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=0

Fig. 7 Predicted contours of vorticity with instantaneous

=T/2 streamlines superimposed att =0 (f_=0.89,i=0 deg)

mainly positive vorticity. As expected, this is vorticity of the same
sense as the boundary layer downstream of reattachment. How-
ever, there must also be vorticity of opposite sense next to the
blade surface because of the no-slip condition. The clockwise vor-
tex 2 originates from this region. Importantly, the separated flow
structure in Figs. 6 and 7 is the same as that shown in Fig. 3 for
steady inflow. Thus, wake passing is predicted to only modulate
the separation’s structure rather than fundamentally change it.

Figure 8 shows that in experiments, the separation bubble with
steady inflow exhibits a peak ingy s Some distance away from
the blade surface. As Brear et fl] showed, this peak inigys
always occurred at the inflection point of the mean velocity pro-
file, and which will therefore be defined as the center of the sepa-
rated shear layer in this paper.

t=3T/4 ||

0.07
0.06

Fig. 6 Predicted instantaneous streamlines superimposed
onto contours of entropy coefficient (f=0.89,i=0 deg)

0.05
vortex 1. By &3T/4, vortex 2 has disappeared, vortices 1 and 3 0.04
have merged into a single counter-clockwise vortex and two new 0.03
structures, clockwise vortex 4 and counter-clockwise vortex 5, 0.02
have also formed. The separation-at3XT/4 is therefore similar to 0.01
that at &= 0, illustrating that this overall behavior is periodic and in 0'00

phase with the wake passing.

A comparison of the instantaneous streamlines with the vortic-
ity field reveals the origin of each of these vortices. Figure Fig. 8 Measured contours of ugys/V, at i=0deg and steady
shows that at#+0, counter-clockwise vortices 1 and 3 contairinflow
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structure furthest downstream has merged with a wake. By t
=3T/4, the region which lay behind the wake atT/4 has grown
considerably and begins to resemble the separatior @t The
overall process is therefore in phase with the wake passing.

The numerical predictions discussed earlier showed that the
large vortices of counter-clockwise sense behaved in a qualita-
tively similar manner to the structures label8dn Fig. 9. This
may suggest that the structures labeeith Fig. 9 can be identi-
fied as counter-clockwise vortices that are shed from the separa-
tion, although it is emphasised that in a real, turbulent flow, a
single, large vortex such as those observed in the Reynolds aver-
aged numerical predictions is unlikely to occur. Instead, a highly
3-D flow such as that suggested by the smoke-wire visualizations
in Fig. 4 is expected. Thus, when identifying the structures labeled
S as vortices, it should be kept in mind that ensemble averaging
only shows the phase averaged behavior. For a strongly turbulent
flow such as in the present example, the ensemble averaged pic-
ture can be quite different to the instantaneous behavior.

Examination of individual time traces further illustrates the re-
sponse of the separated shear layer to wake passing. Figure 5
shows clearly that the shear layer at the separation [(6%1tCy)
responds to the wake passing at the lowest wake passing fre-
quency studied. Similar behavior was also observed at reduced
frequencies of 0.58 and 1.16. This is perhaps not surprising since
the wake passing frequency is of the same order of magnitude as
the natural frequency87 Hz of the separation bubble under
steady inflow at 0 deg incidend&able 3. The wake passing fre-
quency can be seen in traces further along the separated shear
layer in Fig. %, together with a range of other scales. If transition
of the separated shear layer is characterized by the initial growth
and breakdown of spanwise vortices, the effect of wake passing in
the present study appears to have an analogous effect to that of
strong, acoustic forcing of separations in some other studies. Sev-
eral authors have observed that acoustic waves of appropriate fre-
quency can lock the phase of the formation of spanwise vortices
in separated shear layers, and encourage their grid@i9,13.

Brear et al[1] showed that wake passing excited stronger un-
steadiness in the separated shear layer, and that this had the effect
of reducing the time-averaged length of the separafi@ible 2.

At the inlet to the cascade, the measured RMS intensities of the
freestream disturbance caused by the wake passing were
Urms/V1=4.0%, 5.9% and 7.3% at reduced frequencies of 0.29,
N 0.58 and 1.16, respectively. These levels of unsteadiness can rea-
") sonably be considered strong levels of forcing, and it was there-
fore argued that the wake passing provided strong forcing of the
unstable, separated shear layer, thereby causing earlier transition.
In keeping with numerous studies of the response of laminar sepa-
ration bubbles to freestream disturbances, the separation was
therefore observed to become small20].
Fig. 9 Measured contours of G pys/ Vs, during one wake pass- It i; also no_ted that the numerical predictions found that wake
ing period (f=0.58,i=0 deg) passing had little e_ffect on the tlme-averag_eo_l Ie_ngth of the sepa-
ration (Table 2. This further exposes the limitations of the nu-
merical predictions. Whilst the causes of this discrepancy are not
definitely known, there are several non-physical aspects of the

In comparison tougys, contours oftigys quantify the un- wake modelling that may be involved. Since the wakes convect
steadiness that is not in phase with the wake passing. Since i@ the computational domain through an inviscidly modelled
wake is turbulent, it should be observable with this quantity sinadegion(Fig. 1b), the wakes do not contain any turbulent viscosity.
it should contain a range of scales that will not be in phase wiffhis is compared to the wakes observed in experiment in Fig. 9,
the wake passing. The separation bubble should also be identifhich containnon-phase lockedinsteadiness that is of similar
able from contours dligys. At 0 deg incidence, Fig. 8 suggests dntensity to that which is generated by the separated shear layer.
rapid transition under steady inflow, and the smoke-wire visualrhus, the wakes in the numerical predictions are only a large
izations in Fig. 4 suggested unsteadiness of a range of scales cawgplitude, periodic disturbance to the separation, unlike the ex-
transition has begun. Figure 9 therefore shows two structungsriments where smaller, aperiodic disturbances will also exist. Of
identified by these means: the wak#&/) and the separatiof). course, the two-dimensionality of the numerical predictions is also
Assuming the validity of identifying the wakes and separation iaxpected to have a significant effect, since any modelling of an
this way, the separation can be seen to respond to the wake padserently 3-D transition of the separated flow is ignored.
ing. At t=0, the separation can be seen to exist between twolt should also be kept in mind that this study used a linear
wakes. By &T/4, the separation seems to have broken into tweascade. Whilst this is common practice in turbomachinery re-
regions which lie either side of the passing wake. These two paearch, use of the linear cascade ignores certain effects that are
tions of the separation are transported downstream=By2, the present in the real engine, the most significant of which are ex-

t=0

t=T/4

t=T/2

t=3T/4

W denotes the wake
S denotes the separation
R denotes the mean reattachment point
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Table 4 Shear layer natural frequency and mean reattachment

= separation point
point from Brear et al. [1] (steady inflow )

S
s = entropy(J/kg.K)
s = pitch (m)

T = temperaturdK)
T

u

shear layer mean reattachment
i (de frequency(Hz location (x/C . .
(deg quency(Hz) IC = wake passing periots)
-10 90 0.4 = mean velocity(m/s)
0 87 0.5

0.65 Uraw = raw velocity (m/s)

Ugms = RMS velocity (m/s)

Tirms = ensemble averaged RMS velociiy/s)
= blade speedm/s

U
pected to be centrifugal forces and the radial pressure gradient. V=V2VCp = isentropic velocity(m/s)
Table 4 shows results from Brear et |l] in which the incidence Vx = axial velocity (m/s)

of the blade was varied, causing large changes in the separation a = blade flow anglgdeg
size. It is expected that most thin, solid low pressure turbine ¢s = entropy coefficient
blades will feature separations on the pressure surface with a size  ¢=Vx/U = flow coefficient

within these limits at design conditions. Interestingly, there is onl8ubscripts

a relatively small change in the separated shear layer's natural
frequency over the range of incidences studied. As stated earlier,
the phase locking of the separation onto the wake occurred over
the range of reduced frequencies from 0(26 Hz) to 1.16(103

Hz). Since the separation frequency was found not to vary greatly
over a wide range of separation sizes, and phase locking occurred
over a broad range of wake passing frequencies, phase locking is
therefore expected to occur in the real engine if the use of a linear
cascade is reasonable. Of course, further studies of full engine
geometries are required to verify this.

+10 83

0 = stagnation
1 = cascade inlet
2 = cascade exit
R = upstream bar§i.e., simulated upstream
blade row
EXPT = experimental result
STE = steady numerical prediction
UNS = unsteady(time accuratenumerical predic-
tion
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Effects of Surface Roughness and
 awngznang | TUrbulence Intensity on the
e | AGFOAYNAMIc Losses Produced hy

University of Utah, Salt Lake City,

mueees § the Suction Surface of a
sangwoo Lee | Simulated Turbine Airfoil

School of Mechanical Engineering,

Kumoh National Institute of Technology, Gumi, . . L
Gyongbook 730-701 Korea The effects of surface roughness on the aerodynamic performance of turbine airfoils are

investigated with different inlet turbulence intensity levels of 0.9%, 5.5% and 16.2%.
Three symmetric airfoils, each with the same shape and exterior dimensions, are em-

Phillip M. Ligrani* ployed with different rough surfaces. The nonuniform, irregular, 3-D roughness is char-
Convective Heat Transfer Laboratory, acterized using the equivalent sand grain roughness size. Mach numbers along the airfoil
Department of Mechanical Engineering, range from 0.4 to 0.7. Chord Reynolds numbers based on inlet and exit flow conditions
University of Utah, Salt Lake City, are 0.54x10° and 1.02x10°, respectively. The contributions of varying surface rough-
Utah 84112-9208 USA ness and turbulence intensity level to aerodynamic losses, Mach number profiles, normal-

ized kinetic energy profiles, and Integrated Aerodynamics Losses (IAL) are quantified.

Results show that effects of changing the surface roughness condition on IAL values are
substantial, whereas the effects of different inlet turbulence intensity levels are generally

relatively small.[DOI: 10.1115/1.1667886

Introduction sand grain roughness to mean roughness helgitk, upon a

The overall efficiency and operational behavior of aero-enginer%%gnt:gfr;s parameteds, which is determined from roughness

as well as gas turbine engines used for utility power generaticﬁ\, .

are greatly influenced by the surface finish of the rotor and stato20NS et all6] present measurements of detailed surface rough

blades contained in the turbine. In many cases, these surfacesn:ile S characteristics from a wide variety of in-service turbine

roughened because of the manufacturing methods employed. Dlfaes and vanes. Different surface degradation mechanisms are
evaluated and related to three-dimensional maps of the different

ing operation, the roughness of the test surfaces often then '(%[égh surfaces which are evaluated. Van Rij ef &l give a modi-
0

: : : PPN
creases because of corrosion, erosion, particulate deposition . . ;
; ' : * lied version of the Sigal and Danberg correlation for the depen-
spallation. Here, the effects of such surface roughness on the afence ofk./k on A, for randomly-placed, non-uniform, 3-D

dynamic losses produced by a turbine airfoil, operating in a com-

. g . i . ghness with irregular geometry and arrangement. Also de-
?r:aeessilrtg:hqﬁgjgﬁﬁg Igc(\alll;onment, are considered at Ollffer(l';s%%rlibed are analytic procedures for determination of roughness
The influences of surface roughness on adjacent flow behavl;rheggz?tﬁ daensd é\fs eféﬂw alrgﬁtgggﬁzsgrg?no?;ité%n\é\gghbﬁseagggﬁch’

has been of interest for researchers for almost 100 years. The - . ;
of equivalent sandgrain roughness sikg, to charac¥erize and Hﬁhged entirely from 3-D roughness geometry. The investigators
quantify rough surfaces was first proposed and utilized by N‘é—e”fy the results, and analytic procedures employed, using:

T ' - ._experimental results obtained with the same type of 3-D rough-
kuradsef1] and Schlichtind2]. This quantity represents the size, o< " anqii) analytic descriptions of the geometry of uniformly

of sand grains which give the same skin friction coefficients 'Ehaged roughness elements arranged in a regular pattern on the
internal passages as the roughness being evaluated. This Megate rface

of roughness size continues to be used widely in empirical corre- "o paper published in 1975, Bammert and Sandsf8liele-

.scribe the influences of different manufacturing tolerances and

tLfbine airfoil surface roughness characteristics on the overall per-

formance of turbines. Particular attention is devoted to the effects

f these parameters on efficiency, relative mass flow, enthalpy
p, and outlet flow angle. Later work by the same autfi®ts

variety of numerical prediction codes. Coleman et[8l later
re-evaluated Schlichting’s2] surface roughness experiments b
using more accurate and physically plausible assumptions in

analysis of the original experimental data. These investigalqi§pgiders the effects of the surface roughness on the boundary

then utilized the corrected results to determine skin friction cog syer development along blades arranged in a stationary cascade.
ficients,Cy/2, and magnitudes of equivalent sand grain roughne§gomentum thicknesses are as much as three times values mea-

ks. Sigal and Danberfd,5] made additional important advancesy,req on smooth airfoils in regions of decelerating flow. Kind

in accounting for roughness geometry considerations for uni; 51 [10] investigate the effects of partial roughness coverage of
formly shaped roughness elements spread in a uniform patigi pjade surfaces by measuring pressure distributions, profile
over a test surface. For this type of “2-D roughness,” the authofgsses, and the flow deviations produced by a planar turbine cas-
provide equations for the dependence of the ratio of equivalefige. Different roughness heights, and different roughness ele-
ment spacings are considered. According to the authors, the larg-
*Corresponding author. est profile loss increases are produced by roughness located on the

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionsuctIOn surface. BOgard et @11] analyze the surface roughness

May 6, 2003; revised manuscript received October 30, 2003. Associate Editor: W. gharacteristics of turbine vanes that have undergone a §ignificant
Copenhaver. number of hours of operation. Flat plate surfaces with cone
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shaped elements are used to simulate the roughness whiclvaee cascade, including surface pressure distributions and aerody-
present on vane surfaces. According to the authors, the effectsnafmic losses for different Reynolds numbers, Mach numbers, and
surface roughness and high free-stream turbulence are additieels of inlet turbulence.

along flat plates, and can produce heat transfer rate increases thahe present study focuses on the effects of surface roughness
are as much as 100% greater than smooth surface values. Abard increased freestream turbulence levels on aerodynamics
et al. [12] quantify heat transfer and aerodynamics performandesses downstream of airfoils in compressible, high-speed sub-
characteristics of turbine airfoils with different surface finish treagonic flow. The present study is different from the other investi-
ments. Experimental results show that tumbling and polishing rgations mentioned _because the combined effects t_urbulence and
duce the average roughness size and improve overall perfitighness are considered as they affect aerodynamic performance.
mance. The authors also employ a Reynolds analogy to determjff®e symmetric airfoils are employed, with different rough sur-
skin friction coefficients, drag forces, and aerodynamic efficiei2ceS which are characterized using equivalent sandgrain rough-
cies from airfoil surface heat transfer data. Leipold et[aB] N€sS size. Magnitudes of equivalent sandgrain roughness size for
employ a compressor cascade to investigate the influences of &R surface are determined using 3-D optical profilometry data,
face roughness at different inlet flow angles and Reynolds nufd Procedures described by van Rij ef@l. The magnitudes of

bers. The investigators indicate that surface roughness has no\@pgitudinal turbulence intensity used at the inlet of the test sec-

0, 0, 0, -
fect upon the presence or location of laminar separation, and tFéQ{‘ are 0.9%, 5.5%, and 16.2%, where the latter values are pro

the roughness causes the turbulent boundary layer to separat u%ad using a mesh grid an_d cross bars, respectively. The contri-
. o ions of roughness and inlet turbulence levels to local total
high Reynolds numbers. In addition, the roughness appears e

have much larger effect for positive incidence anales than fﬁr%ssure losses, local kinetic energy distributions, local Mach
much farg P 9 Umber distributions, and Integrated Aerodynamic Losses are de-
negative incidence angles. Guo et[d¥] report on the influences

of localized pin-shaped surface roughness on heat transfer grc]:gbed.

aerodynamic performance of a fully film-cooled engine aerofoil. )
When located on the downstream part of the suction surface, thgperimental Apparatus and Procedures

pins do not produce any reduction of airfoil aerodynamic effi- . . . .
: : : ansonic Wind Tunnel (TWT). The University of Utah
ciency, however, substantial loss increases are present when_ltp}rr]sonic Wind Tunnelor TWT) produces Mach numbers, pres-

pins are located on the pressure side of the airfoil. L
Of the investigations which also examine the effects of augu'e variations, Reynolds numbers, passage mass flow rates, and
aled physical dimensions which match values along airfoils in

mented free-stream turbulence levels, Gregory-Smith and Cle&%

N S erating aero-engines and in gas turbines used for utility power
[15] show that the mean flow field is not affected significantly b eneration. The TWT blow-down type facility consists of two

near the endwall from augmented mainstream turbulence levige; qucting and test sectiofiy) plenum, exit ducting, and ejec-
Hoffs et al.[16] investigate heat transfer on a turbine airfoil withy, and(v) control panel. More detailed descriptions are provided
different sur_face roughnes_s char_acterlstlcs at Qn‘ferent Reynoigl& Jackson et a[24] and Furukawa and LigrafiR5].
numbers, with turbulence intensity levels as high as 10%. Théa Gardner Denver Co. model RL-1155-CB compressor is used
authors indicate that measured leading heat transfer distributiaqgspressurize the array of eight tanks whose total volume is 11.9
agree with correlations, provided the turbulence length scaleri$ The operating pressure of these supply tanks is about 2.2
taken into account. Giel et dl17] employ an active blowing grid MPa. A VanAir VAS93039 model D16-5 Deliquescent desiccant
of square bars to produce a turbulent intensity and length scaledgjer, a Pall Corp. 5EHG-4882-207 oil filter, and two Permanent
10% and 22 mm, respectively, at the entrance of a transonic ca&iter Corp. No. 13846 particulate filters are located just down-
cade. Heat transfer results are given along a turbine airfoil, whiglream of the compressor to remove particulates and moisture
show the effect of strong secondary flows, laminar-to-turbulefiom the air. A Fisher pressure regulator with a 6X4 EWT design
transition, and variations near the stagnation line. Boyle ¢tL8]. sliding gate valve, a Fisher type 667 diaphragm actuator, a 3582
provide turbine vane aerodynamic data at low Reynolds numbeseries valve positioner, and a Powers 535 1/4 DIN process con-
made at midspan locations downstream of a linear cascade witbller are used to regulate the pressure in the facility as the stor-
inlet turbulence intensity levels as high as 10%. Nix eff48] age tanks discharge. A plenum tank, a 30.48 cm inner diameter
describe the development of a grid which produces freestregipe, a circular-to-square transition duct, a nozzle, and the test
turbulence characteristics of the flow exiting the combustor &Ection then follow the pressure regulator.
advanced gas turbine engines. Intensities as high as 12% are prdRelative humidity at the test section inlet is typically 20%—
duced using the device, with length scales of about 20 mm. 30%. The test section is connected to a large 92.71 cm by 91.44
In a study of aerodynamic losses downstream of subsonic tGM by 91.44 cm plenum with a square rubber flange at its outlet.
bine airfoil with no film cooling, Ames and Plesni§R0] demon- The plenqm diffuses hlgh speed air from thg test section exit into
strate important connections between wake growth and the legef€servoir of low velocity air. This plenum is then connected to
of free-stream turbulence. Wake mixing and eddy diffusivity magWo ducts which are subsequently connected to the atmosphere.

nitudes, in particular, are altered by different levels of freestreampressure and Temperature Measurements. As tests are
turbulence. Jouini et al[21] present detailed measurements ofonducted, Validyne Model DP15-46 pressure transdugeité
midspan aerodynamics performance characteristics of a transqm&:phragms rated at either 345 kPa or 1380)kRad calibrated
turbine cascade at off-design conditions. Measurements of blagigper-constantan thermocouples are used to sense pressures and
loading, exit flow angles, and trailing edge base pressures at démperatures at different locations throughout the facility. Signals
ferent Mach numbers show that profile losses at transonic conffom the transducers are processed by Celesco Model CD10D
tions are closely related to base pressure behavior. Radomsky aattier demodulators. All pressure transducer measurement cir-
Thole [22] present measurements of time-averaged velocity coruits are calibrated using a Wallace and Tiernan FA145 bourdon
ponents and Reynolds stresses along a turbine stator vane atuidde pressure gage as a standard. A United Sensor PLC-8-KL
evated free-stream turbulence levels. As the freestream turbulepitet-static probe with an attached copper-constantan thermo-
level increases, transition occurs farther upstream on the suctmwuple, and a four-hole conical-tipped pressure probe with an at-
side, with increased velocity fluctuations near the pressure sideched copper-constantan thermocouple are used to sense total
Boyle et al.[23] provide aerodynamic data for a linear turbingressure, static pressure, and recovery temperature at the inlet and
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exit of the test section, respectively, during each blow dowis designed to isolate the effects of surface roughness and turbu-
Mach numbers, sonic velocities, total temperatures, and stagnce intensity on wake aerodynamic losses, while matching Rey-
temperatures are determined from these data. The conical probedkls numbers, Mach numbers, pressure gradients, passage flow
aligned using two yaw ports placed on either side of the probe. Astes, boundary layer development, and physical dimensions of
a blow down is underway, the probe is located one chord lengtfirfoils in operating engines.
downstream of the airfoil. It is traversed using a two-axis travers- . .
ing sled with two Superior Electric M092-FF-206 synchronous Audmenting Mainstream Flow Turbulence Levels. Three
stepper motors, connected to a Superior Electric Model ss20dtiferent arrangements are used at _the inlet of the test section to
programmable motion controller and a Superior Electric Modaroduce_ three dlf'f(_e_rerjt levels of mainstream turbulence intensity:
SS2000D6 driver. Commands for the operation of the motion coff) N0 grid or barsii) fine mesh grid, andii) cross bars. The fine
troller are provided by LABVIEW 6.1 software and pass though mesh grid consists of an array of 4 square rods arrange_d horizon-
serial port after they originate in a Dell Precision 530 PC worf@!ly and 4 square rods arranged vertically. Each rod is spaced
station. 25.4 mm from adjacent rods, and is 5 mm on each side. The open
Voltages from the carrier demodulators and thermocouples H&a amounts to 48% of the inlet area. The bar device consists of
read sequentially using Hewlett-Packard HP44222T atyo parallel bars, where each is 25.4 mm in W|dth,_ with 25.4 mm
HP44222A relay multiplexer card assemblies, installed in $Pacing from the adjacent bar, and 25.4 mm spacing from the top
Hewlett-Packard HP3497A low-speed Data Acquisition/Contr@nd bottom walls of the inlet duct. The open area amounts to 60%
Unit. This system provides thermocouple compensation electrofif-the inlet area.
cally sugh that voltages for type T thermocouples are given rela-| gngitudinal Turbulence Intensity Measurements. A
tive to 0°C. The voltage outputs from this unit are acquired by thgngle,"horizontal-type platinum-plated tungsten hot-wire sensor,
Dell Precision 530 PC workstation through its USB port, usingitn a diameter of 12.7:m and a length of 2.54 mm, is employed
LABVIEW 6.1 software and a GPIB-USB-B adaptor made by, measure the time varying longitudinal component of velocity at

National Instruments. the inlet of the test section. The time-averaged longitudinal veloc-
ity, longitudinal turbulence intensity, and turbulence length scale
Test Section and Test Airfoil are then determined from these measurements. The mount for the

hot-wire probe is attached to an airfoil, which is employed only

Test Section. A schematic diagram of the non-turning airfoilfor this purpose. With this arrangement, the hot-wire sensor is
cascade test section is shown in Fig. 1. The inlet of the test sectigBated 6.6 cm(or 87% of one chord lengihupstream of the
is 12.70 cm by 12.70 cm. The test section is made up of twgrfoil leading edge. This position is then 16.9 cm downstream the
acrylic side walls, and top and bottom walls made of steel andrbulence generator. The vertical position of the probe, relative to
acrylic. The two side walls are flat, whereas the top and bottofie airfoil centerline, is adjustable so that the spatial uniformity of
wallls are contoured to form a converging-diverging shape whighe flow can be checked at this streamwise location.
produces the desired Mach number distribution along the symmetThe hot-wire probe is driven by a Disa 55M10 constant-
ric test airfoil. Because significant flow turning is not included, theemperature hot-wire anemometer bridge with an overheat ratio of
camber curvature, present in many cascades with multiple airfoilse. The analog signal from this bridge is then processed using a
IS not present. Dantec 56N20 signal conditioner with a low-pass, anti-aliasing

The present test section is useful and advantageous over gagr set to 100 kHz. The time-varying output voltage signal is
cade arrangements with multiple airfoils and significant flow turnhen sampled at a 200 kHz rate using a DATEL PCI441D 1/O
ing becauseti) the test section produces Mach numbers, pressusgard installed in the Dell Precision 530 PC work station. During
variations, Reynolds numbers, passage mass flow rates, and phyath measurement, 1,000,000 voltage values are sampled over a
cal dimensions which match values along airfoils in operating-s period. Data are acquired using LABVIEW 6.1 software and
enginesyii) the airfoil provides the same suction surface boundhen processed further using Matlab 6.1 software, including deter-
ary layer developmeritn the same pressure gradient without flownination of the turbulence length scale. This is accomplished by
turning as exists in operating engindsi) aerodynamic loss data integrating the autocorrelation functions which are deduced from
are obtained on airfoil surfaces without the complicating inflithe time-varying longitudinal velocity signals. The entire mea-
ences of vortices present near airfoil leading edges, in the blagi@ement system, including the hot-wire sensor, is calibrated in
passages, and along airfoil pressure surfa@espnly one airfoil  the free-stream of the TWT over a range of velocities from 71 m/s
is needed to obtain representative flow characteristics(\ritie  to 103 m/s. A Kiel type pressure probe, wall static taps, and a
entire airfoil surface is accessible to optical, surface temperatwépper-constantan thermocouple are used to measure and deter-
measurement schemes such as infrared thermogra@sylts mine the total pressure, static pressure, recovery temperature, and
from which are reported elsewhgr&hus, the present experimentyelocity at the inlet of the test section as the calibration is con-

ducted.

Test Airfoil and Surface Roughness. A schematic diagram
of the cross-section of one symmetric airfoil tested is shown in
Fig. 2. The airfoil chord lengtls is 7.62 cm. The effective pitch
is 5.08 cm. The trailing edge of the symmetric airfoil is a 1.14 mm
radius round semi-circle, designed to produce the wake flows of
turbine airfoils employed in operating engines. The airfoil is
scaled to provide similar boundary layer development and trailing
edge thickness, as for airfoils which are used in operating aero-
engines and in gas turbines used for utility power generation.
Geometric dimensions of the contoured test walls and airfoil are
given by Jacksof26].

Three different airfoils, all with the same exterior dimensions
but with different surface roughness characteristics, are used. One
airfoil has a smooth surface, and two other airfoils have rough
surfaces. The roughness simulates the actual roughness which de-
velops on operating turbine airfoils, over long operating times,
Fig. 1 Schematic diagram of the test section due to particulate deposition and to spallation of thermal barrier
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Fig. 2 Schematic diagram of the test airfoil X/c

Fig. 3 Airfoil Mach number distribution

coatings(TBCs). The roughness is applied by bonding nickel par-

ticles, manufactured by Praxair Surface Technologies Inc., to the

airfoil surfaces. The airfoil with the smaller-sized roughness el®&low-down test, these conditions are maintained in the test section
ments has Praxair T1166F particles, which range in size from 2t 45-s long time intervals. Such characteristics are not only due
um to 53 um. The airfoil with the larger-sized roughness eleto the TWT design, but also to the excellent performance charac-
ments has Praxair NI-914 particles, which range in size from 88ristics of the TWT mainstream air pressure regulator and its
mm to 149 um. The bonding is implemented using a layer otontroller. Chord Reynolds numbers based on inlet and exit flow
Contronics Corp. Duralco 132 aluminum-filled, high thermoconditions are 0.5410° and 1.0 10°, respectively.

conductivity epoxy. This epoxyand the roughness particjesre With no turbulence grid employed, the total pressure and static
applied to an indented region located across the central span of §agssure show excellent spatial uniformity at the inlet of the test
airfoil, which means that the mean level of the roughness is &éction. Total pressure and static pressure values vary by less than
about the same level as the surrounding smooth surface. This g2 kPa(or 0.37% of mean valugsis measurements are made at
proach is used to give the same exterior dimensions to the sur-

faces of all three airfoils, regardless of whether their surfaces are

smooth or rough.

Experimental Uncertainties. Uncertainty estimates are 7 um
based on 95% confidence levels, and determined using procedures
described by Kline and McClintock27] and by Moffat[28].
Mach number uncertainty i£0.002. Uncertainty of temperatures
is 0.15°C. Pressure uncertainty is 0.25 kPa. UncertaintieS,of
M¢/Mg.., and KE are +0.0013 (0.07), +0.0023 (0.96), and
+0.03(0.90, respectively, where typical nominal values of these
quantities are given in parenthedilL uncertainty is=0.04 N/cm
(0.800 N/cm. Magnitudes ofAL, determined from replicate runs,
are always within AL uncertainty ranges.

120

TWT Qualifying Characteristics and Mainstream Air
Flow Conditions

The Mach number distribution along the airfoil is shown in Fig. o
3 and is similar to values present on turbine airfoil suction sur- — 129
faces. Magnitudes range from 0.4 to 0.7 from the leading edge to
x/c=.35, and from 0.7 to 0.6 along the remaining part of the
airfoil. These values are based upon measurements of total pres-
sure at the test section inlet and static pressures measured alon¢
the mid-span line of a smooth airfoil, which is employed espe-
cially for this task. The eight measured values shown in Fig. 4 are
based on measurements made along the top of surface of the air-
foil. These values are in excellent agreement with Mach numbers
measured at three different locations on the bottom surface of the
airfoil.

During each test, the inlet total pressure at the inlet of the test
section,Py;, is 114 kPa. With no turbulence grid employed at the
test section inlet, the magnitude of the longitudinal turbulence =102
intensity is 0.9%. With the fine mesh turbulence generating grid,
the mter.]SIty and length scale are 5.5%, and 15'.24 mm.’ reSp. ﬁ‘j 4  Three-dimensional Wyko profilometry traces of por-
tively. With the cross bar turbulence generating grld,_the intensit¥ins of the rough surfaces. (&) Simulated rough surface with
and length scale are 16.2%, and 19.70 mm, respectively. AS M@Rrall-sized roughness elements.  (b) Rough surface from the
tioned, these values are measured at a location which is 87%tr@fling-edge pressure side of a turbine blade with particulate
one chord length upstream of the airfoil leading edge. During eadbposition from a utility power engine.

— 100
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9 different probe locations. For the central portion of the inle
duct, these variations amount to less than 0.35 (d®&.3% of

mean values Much numbers determined from these data the (@  Largessized mughnsce
vary by less than .002. Similar variations are also measured a & Smalksized roughness
location which is 87% of one chord length upstream of the airfo
leading edge. a Spheres [2.3]
Spatial variations of the flow are about the same when the fi
& Cones [2,3]

mesh grid is used at the inlet of the test section. Slightly larg
variations are present when the cross bars are used to augn Spherical segments [2,3]
turbulence intensity levels. These are also based upon measi
ments made at multiple vertical locations, which are positioned

=

Completely rough surface [7]

a streamwise location which is 87% of one chord length upstree « Patterned roughsurface [7]

of the airfoil leading edge. The vertical positions of the hot-wir

probe employed, relative to the airfoil centerline, are adjustabl ~ Tuo- dimensional roughness [4]
and are 0 mm, 12.7 mm and 25.4 mm above the centerline. T ——— Three-dimensional iregular
variations of turbulent intensity level measured at different prok roughness [7]

locations are approximately 1.4% for the cross-bars and 0.3% TE e 1| PR m—m— - —

the fine mesh grid. : o, |
Such spatial non-uniformities, if present, are compensated i
the procedures employed to measure profiles of normalized lo
total pressure losse€,, normalized local Mach numbers
M¢/Meg.., and normalized local kinetic enerd$E. With either
mesh grid or bars employed, this is accomplished by measuri
these profiles both with and without an airfoil located in the te:
section. Experimental data obtained with on blade in the test st
tion indicate that the flow has excellent spatial uniformity. Exper
mental data, obtained with no blade in the test section, show ¢
cellent flow spatial uniformity. The magnitudes of the no blad
losses are less than 0.5 kPa for both the fine mesh grid and cr 0100
bars cases. Differences in measured quantities obtained with ’
without an airfoil in the test section thus provide information ol
the effects of the airfoil and its surface condition, irrespective ¢
any non-uniformities produced by the turbulence generating d
vice which is used.

1.000

ksfk

0.010

Experimental Results and Discussion ' '

P 1.000 10.000 100.000 1000.000
Roughness Characterization. The magnitudes of equivalent

sandgrain roughness are determined for all three surfaces tes fis

using procedures which are described by van Rij ef7l.

The first step in th'.s approaph IS a detal!ed determ.lnatlon. ET .5 Dependence of the ratio of equivalent sandgrain rough-
surface contour coordmates using a Wyko hlgh-resc_)lutlon optiGalss size to mean roughness height on the Sigal and Danberg
Surface Prof”ometer. Flgurea4ShOWS an enlarged |mage Of a[4] roughness parameter for the present Study, and the Schli-
portion of the test surface with small-sized roughness elemendgting [2], Coleman et al. [3], and the van Rij et al. [7] investi-
obtained from optical profilometry data. The image of a rougbations
surface from the pressure side of a turbine blade with particulate
deposition from a utility power engine is shown in Fid. & he
similarity of irregularity, nonuniformity, and three dimensional na-
ture of the roughness elements, including their irregular arrangéan Rij et al.[7], and involve determination of the rough surface
ment, are evident from these plots. Equivalent sand grain rougtat reference area, the total roughness frontal area, and the total
ness size of this turbine blade surface is about @218 which is roughness windward wetted surface area. With known, the
close to the size of test surface of small-sized roughness element® of equivalent sandgrain roughness size to mean roughness
(52.59 um). Table 1 also show that magnitudes of other surfadeeight, ks/k, is determined using a correlation for three-
roughness statistics from the utility power engine turbine bladémensional, irregular roughness with irregular geometry and ar-
are also similar to test surfaces employed with small-sized arghgement, which is given by van Rij et &7].
large sized roughness elements. 5, 5683

The next step in the procedure is numerical determination of a 1.584<107"As Ag=7.842
modified version of the Sigal and Danberg roughness parameter = 1.8024 20304 7.842<Ag<28.12 1)
255,50 g 1454 28.12<Ag

A [4,5,7. The procedures to accomplish this are described by
o _ _ The mean roughness height is then also estimated by taking the
Table 1 Characteristics of rough surfaces investigated distance between the maximum point of the ensemble-average of
all of the roughness peaks in any roughness sample, and a base

~|&

Surface As  kelkk(um) ks (um) K/C  paight Determination of this base location is based on analytic
large-sized roughness  15.447 1959 64.03 12519 0.001p#ocedures which are also given by van Rij et[&].
Sma“}'f'zed 20.101 1889 2792 5259  0.00069 wjith this approach, magnitudes of equivalent sand grain rough-
roughness H _ H
Smooth 3020.7 0026  3.50 0094 ness size for the 3-D, irregular roughness of the present study are

turbine blade from a 43.455 1.641 40.815 6230 0.00082determined. Values are given in Table 1, which are based on an
utility power engine average of 8 profilometry scans. The variationlQfk is 3%
among eight traces for the surface with the large-sized roughness,
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y./c Fig. 7 Profiles measured using the smooth airfoil (ks/c=0)
with different turbulence intensity levels. (a) Normalized local
Fig. 6 Profiles measured with inlet turbulence intensity of total pressure losses. (b) Normalized local Mach numbers.  (¢)

0.9%. (a) Normalized local total pressure losses.  (b) Normalized ~ Normalized local kinetic energy.
local Mach numbers. (c) Normalized local kinetic energy.

for a low value of inlet turbulence intensity because variations due

and 2.6% among six traces for the surface with the small-siz&y roughness are generally more apparent than for higher inlet
: turbulence intensity levels.

roughness. Magnitudes of; andk,/k from the present study are : -

also shown plotted in Fig. 5, along with Eqf1), and values from Figure 6 shows that total pressure losses, Mach number deficits,

the Schlichting2], Coleman et al[3], Sigal and Danberf#], and 2nd deficits of kinetic energy all increase at egéh location as
van Rij et al.[7] ihvestigations. ' ' ks/c increases. This is especially apparent at peak value locations,

and is accompanied by increases in the width of the profiles as
Local Aerodynamics Losses, Mach Number, and Kinetic roughness size becomes larger. This is largely due to increased
Energy Distributions.  Figures @&—c show the effects of surface thickening of the boundary layers along the airfoil surfaces as
roughness on normalized local total pressure logggsnormal-  kg/c increases, which is accompanied by higher magnitudes of
ized local Mach numbersl, /M, .., and normalized local kinetic Reynolds stress tensor components, higher magnitudes of local
energyKE profiles for an inlet turbulence intensity level of 0.9%turbulent transport, and higher surface skin friction coefficients.
Data are given fokg/c values of 0, .00069, and .00164, whichThe likely causes of the broader wakes with increased roughness
correspond to the smooth, small-sized roughness, and large-sigiz@ in Fig. 6 are(i) thicker boundary layers at the airfoil trailing
roughness, respectively. The results in this set of figures are giveaige, andii) increased turbulent diffusion in the transverse direc-
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0.1 the wake aty/c=0, C, values drop dramatically, anéllo /M .,
andKE values increase substantially as inlet turbulence intensity
0.08 increases.
- In their low speed cascade experiments, Ames and Plesniak
Ehaax [20] also observe wake broadening with increasing mainstream
Q_U-US A D= turbulence intensity, and associate these with smaller peak veloc-
L) iﬁ mﬂx ity deficits. As mentioned, increased diffusifmom the waketo
0.04 ot ‘én surrounding free-stream flow plays an important role in producing
33 - such trends. Note that aerodynamic loss contributions in the
0.02 o2 o freestream are also substantial in the results obtained by Ames and
+*% A Plesniak. As a result, elevated free-stream turbulence intensit
o e A had . L . . . Yy
0 M‘ A . . ‘Emffﬁ?ﬁw. levels substantially increase overall loss magnitudes in their ex-

periments. In the present study, a symmetric airfoil is used with a
02 01501 005 0,005 01 015 0.2 zero angle of inclination, and the total pressure at inlet of test
y ‘e section is almost the same as the total pressure in the freestream at
the outlet. This means that losses in the free-stream are negligible
1 gt i at, W in the present investigation, as shown in Figuee B the inves-

* tigation described by Boyle et a[23], the variation in turbine
vane aerodynamic losses is either positive or negative, depending
on the Reynolds and Mach numbers. Cases that correspond
Yox Qf" closely to present study show similar minimal turbulence intensity
L A be effects. However, the local profile of pressure loss coefficient
09 by ? from Boyle et al.[23] at an exit Mach number of 0.9 shows dif-

TR ferent trends from Ames and Plesni20] as well as the present
:QAQ* study, since peak total pressure loss magnitudes increase as the
.85 ® level of mainstream turbulence increases.

Figure &-c are obtained using the airfoil with large-sized
roughnessK,/c=.00164) andlru magnitudes of 0.9%, 5.5%, and
08 . . . : ' ! ' 16.2%. These results are presented to illustrate the combined ef-

-0.2 015 0.1 DO5 9 005 01 015 0.2 fects of inlet turbulence intensity and airfoil surface roughness on

yic aerodynamics lossedvl,/M, .. profiles, andKE distributions.
When Tu increases from 0.9% to 5.5%, the normalized profiles

RUNSPEVTIN T only s_how very sm_aII variations. For example,_ in Fig, T
"9 Yoy, & a ‘,“ magnitudes drop slightly at/c=0, whereas distributions foTE
of 0.9% and 5.5% are very similar in other parts of the plot. As the
09 - inlet turbulence intensity increases from 5.5% to 16.2% peak
*X Be values drop more substantially gtc=0, and the wake region
* - spanned by th€, distribution is widened. The variations of nor-
§ 08 1 af’ Tu malized kinetic energy and normalized exit Mach number Viith

3 _o are qualitatively similar, as illustrated by Figd &nd &.
x 0.9% Comparing the profiles in Figs.aéc, 7a—c, and &-c shows
07 x a55% that C,, Mc/M¢., and KE distributions are less sensitive to
o variations of the freestream turbulence intensity than to the
+ 16.2% changes of surface roughness on the airfoil. This means the wake
0.6 * downstream of the airfoil is dominated by upstream roughness

02 0415 -01 Q05 0 005 01 015 02 influences. This is partially a result of the augmentations of mix-

ing and turbulent transport in the boundary layers which develop

0.95

o Mo/M e,
R

yfc along the airfoil. It also means that the effects of roughness and
inlet turbulence intensity in wakes are not “additive,” unlike the
Fig. 8 Profiles measured using the airfoil with large-sized behavior observed in boundary layers developing over rough, flat
roughness (k4/c=.00164) with different inlet turbulence inten- plates by Bogard et aJ11].

sity levels. (a) Normalized local total pressure losses. (b) Nor-
malized local Mach numbers. (¢) Normalized local kinetic en- )
ergy. Integrated Aerodynamics Losses

Dimensional magnitudes of Integrated Aerodynamics Loss,

. . . IAL, are determined by integrating profiles &, ..— Poe) With
tion within the wake as it advects downstream. For the prese@S ; R : oe
airfoil shape and configuration, numerical predictions show thal pect toy in the transverse flow direction across the wake. The

flow separation region@s well as associated form drag contribullltégration range is from free-stream to wake, and then to the
tions are about the same for all three airfoils, regardiess of thdl€estream.IAL magnitudes thus represent boundary layer and
ks/c values of 0, .00069, and .00164. Numerical results also shéWxing losses in the wake.

that boundary layers are almost entirely turbulent along the entireSUChIAL magnitudes are presented in Fig. 9 as dependent upon
length of all three tested airfoils. the inlet turbulence intensity level for the airfoils with the smooth

Figures &—c present results which illustrate the effects of difsurfaces ks/c=0), small-sized roughneskd{/c=.00069), and
ferent inlet free-stream turbulence levels on normalized local totakge-sized roughnes&{/c=.00164). When the smooth airfoil is
pressure losse§,,, normalized local Mach numbeMd./M,.., employed,IAL magnitudes decrease only slightly as the magni-
and normalized local kinetic enerd¢E profiles for the smooth tude of the inlet turbulence intensity increases. When the surface
airfoil with kg/c=0. Results are presented fou magnitudes of roughness level increases andc equals .00069 and .00164L
0.9%, 5.5%, and 16.2%. As the inlet turbulence intensity insariations withTu are again quite small. For airfoil with large-
creases, distributions d€,, M./M,.., and KE show that the sized roughness, changing inlet turbulence intensity levels have
wake downstream of the airfoil becomes wider. At the center aimost no effect ohAL magnitudes. Fig. 9 also shows important
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Fig. 9 Comparison of dimensional Integrated Aerodynamic
Loss as dependent upon the inlet turbulence intensity level for
the smooth airfoil (ks/c=0), the airfoil with small roughness

(ks/c=.00069), and the airfoil with large roughness (kslc
=.00164)
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Fig. 10 Comparison of normalized Integrated Aerodynamic
Loss as dependent upon the normalized equivalent sand grain
roughness size for different inlet turbulence intensity levels

IAL increases with airfoil surface roughness at each valugupf
which again illustrates that roughness contribution$Atb mag-
nitudes are quite significant.
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Fig. 11 Comparisons of total pressure loss coefficients
with ones from Ames and Plesniak  [20] for smooth airfoils
(ks/c=0)

different measuring locations downstream of the airf@l11l

chord lengths, 1.0 chord lengtHn contrast to the present study,
Ames and Plesniak also report substantial losses in the freestream,
as mentioned. Such freestream losses increase mass-averaged loss
coefficients substantially, which precludes comparisons of such
coefficients with ones from the present investigation.

Summary and Conclusions

The effects of surface roughness on the aerodynamic perfor-
mance of turbine airfoils are investigated with different inlet tur-
bulence intensity levels of 0.9%, 5.5%, and 16.2%. Three sym-
metric airfoils, each with the same shape and exterior dimensions,
are employed with ratios of equivalent sandgrain roughness size
to airfoil chord lengthks/c of 0, .00069 and .00164. These mag-
nitudes of equivalent sandgrain roughness are determined for all
three surfaces tested using 3-D optical profilometry traces of the
rough surfaces and procedures which are described by van Rij
et al. [7]. For the latter two airfoils, the roughness is randomly
placed, nonuniform, irregular, and 3-D, with irregular geometry
and arrangement. It is created to match the roughness which exists
on operating turbine vanes and blades subject to extended operat-
ing times and significant particulate deposition on the surfaces.

Mach numbers along the airfoil range from 0.4 to 0.7. These
results are obtained using the University of Utah Transonic Wind
Tunnel(TWT), which, with the test section employed, is designed

IAL data normalized using the airfoil passage effective pitchto isolate the effects of surface roughness and turbulence intensity

and test section inlet stagnation pressRgg, are presented in Fig. On wake aerodynamic losses, while matching Reynolds numbers,
10, as they depend updq/c for different Tu values. The overall Mach numbers, pressure gradients, passage flow rates, boundary
trend of the data in this graph illustrate the dominating influencé@yer development, and physical dimensions of airfoils in operat-

of airfoil surface roughness on aerodynamic losses, and weak g engines. This facility provides steady flows for 45-s long time
pendence of these losses on inlet freestream turbulence inteniitgrvals with excellent spatial uniformity at the inlet of the test

level. Similar trends are reported by Kind et @lO], but for dif-
ferent ranges of equivalent sand grain roughness sizes.

Additional Comparisons With Ames and Plesniak
Figure 11 compares smooth airfofP {;— P,e)/(Poi— Pse total

section.

Changing the airfoil surface roughness condition has a substan-
tial effect on the normalized and dimensional magnitudes of Inte-
grated Aerodynamic Losses produced by the airfoils. This is illus-
trated by data trends which show the dominating influences of
airfoil surface roughness on aerodynamic losses, and weak depen-

pressure loss coefficient profiles for different turbulence intensitience of Integrated Aerodynamic Losses on inlet freestream tur-

levels to ones from Ames and Plesnig®0]. For both studies,

mean coefficients decrease ydt=0, with broader distributions

bulence intensity level.
With an inlet turbulence intensity level of 0.9%, normalized

over larger ranges of/c values, asTu increases. Similar qualita- local total pressure losse&,, deficits of normalized local Mach
tive trends are thus evident, even though quantitative values awembersM,/M, .., and deficits of normalized local kinetic en-
different. Quantitative differences are due to a number of factoesigy KE generally become larger in spatial extent and increase in

including different airfoil configurationgcurved, straight differ-
ent flow conditionglow-speed, high subsonic compressjbknd

264 [ Vol. 126, MARCH 2004

magnitude at each wake location lag/c increases. Relative to
smooth airfoils, this is due tai) augmentations of mixing and
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Introduction

The engine inlets of uninhabited combat air vehidld€AV's)
are often serpentine. Furthermore, the structural weight

Flow Separation Within the
Engine Inlet of an Uninhabited
Combat Air Vehicle (UCAV)

This paper discusses the structure of the flow within the engine inlet of an uninhabited
combat air vehicle (UCAV). The UCAV features a top-mounted, serpentine inlet leading to
an engine buried within the fuselage. The performance of the inlet is found to depend
strongly on a flow separation that occurs within the inlet. Both the time-averaged and the
unsteady structure of this separation is studied, and an argument relating the inlet per-
formance to the behavior of this separation is suggested. The results presented in this
paper also suggest that there are considerable aerodynamic limitations to further short-
ening or narrowing of the inlet. Since there are substantial, system level benefits from
using a smaller inlet, the case for separated flow control therefore appears
clear. [DOI: 10.1115/1.1667885

experimental and computational methods. From these results, it is
then suggested that further shortening of the inlet can only be
g?hieved with the use of separated flow control.

UCAV'’s is minimized by making the inlet as short and as narrow .

as possible. If it is necessary to maintain the serpentine inlet dexperimental Methods

sign, reduced inlet length implies greater flow turning. A narrow All experiments presented in this paper were performed at the
inlet requires flow that is close to choking at peak mass-floBas Turbine Laboratory, Massachusetts Institute of Technology. A
conditions. The combination of aggressive flow tuning and higbne-sixth scale model of a UCAV inlet formed the entrance to an
subsonic Mach numbers makes strong adverse pressure gradiepe loop system drivenyba 1 MW De Laval compressofFig.
unavoidable. As previous investigations have found, the flo)- A bellmouth contraction was placed upstream of the inlet so
within serpentine inlets therefore often separates, leading to 82t the smooth inlet flow of cruise conditions was simulated on

duced inlet pressure recovery and increased unsteadiness wit

the inlet[1-3].

Of course, reduced inlet pressure recovery and increased i
unsteadiness cause a deterioration in the performance of the RIS
pulsion system. The mechanisms by which this occurs are num

R, stationary rig, i.e. the lip separations and other phenomena that
are characteristic of take-off, landing and maneuvering were
gPided. An instrument can which contained a rake of 40 stagna-
I0n pressure probeseither steady or unsteadywas located
wnstream of the inlet. The layout of these probes complied with
BRP 1420[4] such that an average of the stagnation pressures

ous and complex. Most obviously, the specific thrust and specifigaq py the probes was the area averaged stagnation pressure at
fuel consumption are related to the inlet pressure recovery. Howe AIP, The location of the probe rake represented the entrance to
ever, distortions generated within the inlet also adversely affe¢le engine(the fan facg and is referred to as the aerodynamic
the performance of the engine, primarily in terms of reduced corhterface plan€AlP). The inlet massflow rate was controlled with

pressor efficiency and reduced stall/surge mafdin

a translating plug that acted as a throttle, and the uncertainty in the

This paper therefore presents a study of the mechanisms thatss-flow measurement was estimated toH#08 Ib/s. Flight
determine reduced pressure recovery and increased unsteadings®sentative inlet Mach numbers were achieved during the ex-
within a UCAV inlet during cruise. At this flight condition, the periments(Table 1. Of course, inlet Reynolds number similarity
flow entering the inlet has a uniform stagnation pressure and dé@lld not be achieved due to the scaling of the inlet. Further
not experience lip separations and other phenomena character@@ils of all experimental methods employed are contain€glin
of take-off, landing and maneuvering. As such, any deterioration Steady pressure measurements were taken with static pressure

of the flow that enters the compressor is the result of phenom
that are internal to the inlet. Specifically, the inlet performance ilso
related to the detailed structure of a flow separation. Both t
steady and unsteady structure of this separation is studied us

Contributed by the Fluids Engineering Division for publication in ticeJBNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division

s and pitot tubes that were connected by pneumatic tubing to a
psi Scanivalve differential pressure transducer. When measur-
the inlet pressure recovery, the stagnation pressure measured
at the AIP was nondimensionalized by the ambient pressure in the
oratory. The uncertainty in the inlet pressure recovery mea-
sured in this way was estimated to bBe0.0025[5]. Unsteady
stagnation pressure measurements at the AIP were performed with

March 17, 2003; revised manuscript received October 6, 2003. Associate Editor: 5\/.p5i Kulite unsteady pressure transducers that were connected to

W. Copenhaver.
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strain gauge conditioning amplifiers from Measurements Group,
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bellmouth interface results within the separated region. It is emphasized, however, that
the structure of the separated region appeared to be the same at

both of these massflow rates.

instument can
inlet model

Numerical Methods

The numerical predictions presented in this paper used a pro-
prietary version of the NASA CNS program. This solver used a
diagonalized Beam Warming solution algorithm with a finite vol-
ume spatial discretization. For the current work, a four-block grid
system with patched and overset grid boundaries was utilized. The
grid was generated for a complete half model of the full scale
aircraft and its farfield, and consisted of over one million nodes.
The numerical prediction was performed at the full-scale cruise

static pressure taps
P P condition given in Table 1, meaning that the Reynolds numbers of

total pressure rake the predictions were roughly six times the equivalent Reynolds
number of the model because of the scale difference. Possible
Fig. 1 Cross-section of experimental rig consequences of this are discussed in this paper. The results pre-

sented in this paper used an inlet modeled with 462,429 nodes,
although higher resolution grids were also used in other cases to
establish grid independence. All of the runs utilized local time

Inc. Figure @ shows the location of a surface mounted hot filnstepping and & —Q turbulence model.

sensor that was placed within the separated region. This was a

SENFLEX SF9902 single element shear stress sensor, and WAScussion

controlled by a DANTEC constant temperature anemometer

bridge. Both the unsteady pressure and hot film measurement$llet Pressure Recovery and Flow at the AIP. Figure 2

were logged at a frequency of 20 kHz and statistically stationagjiows the area averaged inlet pressure recovery versus the inlet

data was obtained in all experiments by varying the samplifgass-flow rate. The inlet pressure recovery is reasonable at the

duration. The sampling duration was at most 12 s. esign mass-flow rate of 3.13 Io/Bable 1), although it is roughly

Oil and dye flow visualisation was used to produce portraits @2 below the pressure recovery of current, civil aircraft engine

the limiting streamline structure within the inlet. This techniquélets cruising at similar flight conditiorfd]. The lower inlet pres-

used a thick, black mixture of silicon oil and powdered charcoglre recovery is of course due to the complex, serpentine geom-

painted uniformly over the inner surface of the laboratory scaRiry of the UCAV inlet. Excluding any form of separation within

inlet. The model was then run at cruise representative MacHhe inlet(which will serve only to further reduce the inlet pressure

numbers, and the limiting surface patterns shown in this pap@covery, its considerable length compared to a typical civil inlet

arose after roughly 10 minutes of operation. The surface flod¢sign will inevitably cause reduced inlet pressure recovery

visualization results presented in this paper used an inlet massfléough the losses generated in the inlet boundary layers.

rate of 3.6 Ib/s, rather than the design massflow rate of 3.13 Ib/sFigure 2 also shows that the inlet pressure recovery decreases

(Table 1. This was because the higher mass-flow rate gave clea@ésrthe mass-flow rate is increased above design conditions. This is
not expected to be Reynolds number related since the Reynolds
number is increasing with increased mass-flow rate. In most high
Reynolds number flows, increased Reynolds number will tend to

Table 1 Parameters at full scale and model scale reduce the thickness of the boundary layi@&is thereby increasing
_ the inlet pressure recovery. Instead, the decrease in inlet pressure
case alt(kft) Ma,, Reyp(.10°) m (b/s)  recovery is expected to be a Mach number effect. This is thought
full scale 35 08 763 1115 (o be analogous to the increase in the drag of an airfoil at a fixed
model scale 0 0.0 1.28 313 angle of attack, but with a subsonic, free-stream Mach number

increasing towards unity. In such cases, the severity of the adverse
pressure gradient downstream of the point of peak velocity typi-
cally increases with increased freestream Mach number, causing
the boundary layers to thicken and to even separate. Higher levels
of aerodynamic loss are therefore credté A similar argument
appears reasonable in the present study, since the choking of the
inlet must occur at some massflow rate. Indeed, it is argued that a

a) \ b) m 1.00
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inlet mass flow rate (Ib/s) Fig. 3 Contours of P,/P,, atthe AIP from experimentfora ) low
massflow rate (2.9 Ib/s) and b) design massflow rate (3.6 Ib/s),
Fig. 2 Measured and predicted a4 as a function of the scaled showing the location of the unsteady, stagnation pressure
inlet massflow probes 1 and 2
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The qualitative similarity between the results at different scaled
mass-flow rates in Figs.b3and 4 can be further explained by
reference to Fig. 2. As stated earlier, the numerical predictions
were performed for the full aircraft, whereas experiments used a
bellmouth contraction to simulate cruise conditions on a stationary
rig. Thus, the predicted stagnation pressure distribution at the AIP
includes the boundary layer loss created upstream of the inlet.
However, Fig. 2 shows that the predicted inlet pressure recovery
at the design mass-flow rate of 3.13 Ib/s in Fib.ig very similar
to that measured at 3.6 Ib/s in Figb.3Fig. 2 also shows that
equivalent numerical predictions with the bellmouth inlet resulted
in an inlet pressure recovery that is roughly 2% greater than the
full aircraft predictions, and these are in better agreement with the
experimental results at the same massflow rate. Thus, the similar-
ity in the inlet pressure recoveries in Figsh and Fig. 4 is
partially because the increased massflow condition of Fig. 3
gives a similar drop in the pressure recovery to that caused by the
inclusion of the upstream boundary layers. The bellmouth and full

separation within the inlet is a significant contributor to this fall ifircraft predictions in Fig. 2 nonetheless revealed the same inlet
the inlet pressure recovery, and this separation occurs immediafé@yv structure. Specifically, the size of a separation on the top
downstream of the inlet throat. surface of the inlet was the same in both sets of numerical predic-
Further understanding of the origins of the inlet loss can B&nSs. o )
obtained from contour plots of nondimensional stagnation pres-Figure 4 also shows that the deficit in the stagnation pressure
sure at the AIP. As Fig.8shows, the stagnation pressure contour@! the top of the inlet has a lobed appearance. Examination of the
at low massflow rate are reasonably uniform, although there #@&condary flow vectorévhich are defined as perpendicular to the
relatively minor deficits at the top and bottom of the AIP. Howaxial direction in Fig. 4a reveals a related feature. A pair of
ever, Figure B shows that significant deficits in stagnation prescounter-rotating vortices exist within the region occupied by the
sure occur at the AIP’s top and bottom at the higher mass-flosagnation pressure deficit in Figure. 4t is also noted, however,
rate. Mass-flow rates between those shown in Figarl D give that the secondary flow associated with the bottom deficit in stag-
intermediate stagnation pressure portraits. These results show frton pressure does not appear to be as strongly vortical. None-
the stagnation pressure deficits at the top and bottom of the Alreless, close examination of this region also shows a pair of
are responsible for the variations in inlet pressure recovery showgak, counter-rotating vortices. Later results suggest that the ori-
in Fig. 3. gins of the top and bottom vortex pairs are different.

The numerical prediction of the nondimensional stagnation Overall Inlet Flow. Figure 5 shows an overall view of the

E;esésﬁnrweer?torgl?ﬁcrnsj ar: itthii 'g‘rl]f ﬁggi—i? tLOatC%rg%e:(ree];?r\r/lgﬁg:%gﬁ%dicted flow within the inlet during cruise. The inlet lip is ser-
P ' 9 P P rated, which was removed in the experiments and replaced with

in Fig. B Is at a higher scaled mass-flow rate than the prEdiCt'%he bellmouth contraction to avoid gross separation at static
result in Fig. 4. Like Fig. 3, Fig. 4 also shows the regions of e 9 Sep
ﬂeestream conditions. However, at the cruise Mach number of

Fig. 4 Predicted a) secondary flow vectors and  b) contours of
P.IP., (see Fig. 3 for scale ) at the AIP

stagnation pressure deficit at the top and bottom of the AIP, al-_ . -
though the resolution of the predicted flow is of course muc .8, Fig. 5 shows that the streamlines are roughly parallel at the

better since the number of stagnation pressure probes in exp
ment was limited to 40. Regions of stagnation pressure loss
also evident on the sides of the AIP. These are not seen in

et lip. These streamlines have become bundled at the top, and
ttom of the inlet by the time the flow has reached the AIP. In

, although this does not appear to be the case further towards
the inlet lip. Thus, this vortical flow at the top of the inlet appears
confined to the region immediately before the AIP. As is argued in
this paper, this motion primarily results from the flow separating
P within the latter part of the inlet. This separation is caused by a
—2 oninlet surface strong adverse pressure gradient that can also be inferred from
Fig. 5 and is shown more clearly in Fig. 6.

Figure 5 may also suggest that the pair of weak, counter-
rotating vortices that occur at the bottom of the AIP originate
further towards the inlet lip. Surface flow visualisation of the
lower surface of the inlet in Fig.8@supports this result by show-
ing that separation does not occur immediately upstream of the
AIP, as is the case for the top surface of the inlet. Instead, this
visualisation shows some secondary flow further towards the inlet
lip, in keeping with the behavior of the lower surface streamlines
in Fig. 5. It is therefore thought that the weak vortex pair at the
bottom of the AIP originates from the bottom inlet surface closer
to the inlet lip.

not close enough to the inlet walls.

inlet lip

Centerplane Flow. Figure 6 shows the predicted surface
static pressure along the centerline of the inlet’s top surface. It is
clear that there is a strong favorable pressure gradient along most
of the centerline from the inlet lip to roughly halfway along the
Fig. 5 Computed inlet flow showing contours of P,/P, at inlet. The minimum in static pressure represents the inlet throat,
fixed axial locations (see Fig. 8 for scale ) and P./P, on the downstream of which is a strong adverse pressure gradient and
inlet surface then two local minima in static pressure. These local minima

t

contours of E
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could most likely be removed with more careful design, althoug|

the requirement of compressor inlet Mach numbers of between O l!l!‘
and 0.6 inevitably means that an adverse pressure gradient m giigli
exist downstream of the inlet throat if the flow at the throat is ..g-:.EE_%

284
#
HeE

PYZELS

close to choking. Since there are strong system level incentiv(
for maximizing the inlet throat Mach number, strong adverse pre:
sure gradients within the last part of the inlet are always expecte N STSARE
to be the case in practice. As is shown in this paper, the separati
of interest exists downstream of the second local minimum i
surface static pressure.

The centerplane Mach number contours that correspond to tt ” e Gl el
surface static pressure distribution are shown in Fég.The inlet -
throat is apparent, and appears to be close to choking. Important
the Mach number is very low nearer the top and bottom inle
surfaces downstream of the inlet throat, which is the region th:
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Fig. 8 Predicted contours of a) Mach number and b) P,/P,,
along the center-plane of the inlet

the inlet broadens to the AIP diameter. This is particularly marked
on the top of the inlet, where flow separation is shown to occur.
Contours of stagnation pressure on the centerplane show the
aerodynamic loss associated with this region of low Mach number
flow (Fig. 7b). Up to the inlet throat, the strongly favorable pres-
sure gradient along the top surface causes the surface flow along
the centerplane to be characterized by relatively thitached
boundary layers. However, a large region of low stagnation pres-
sure occurs downstream of the inlet throat. This compares to the
loss free flow in the middle of the centerplane, which does not
extend to the AIP since the two large lobes of low stagnation
pressure shown earlier in Figsh and 4 eventually coalescence.
It is therefore reasonable to suggest that a significant proportion of
the loss observed at the AIP originates within this last section of
the inlet, where the adverse pressure gradient has been shown to

Fig. 7 Experimental surface flow visualisation showing a) the :

bottom and b) the top surfaces of the inlet and  ¢) the top sur- D€ strong, and the flow is later shown to separate.

face’s separated region with inferred flow topology (lines) and Figures 6 and 7 also suggest that further modifications to the
the location of the hot-film sensor  (white cross ) inlet design will have important consequences. The weight and
Journal of Fluids Engineering MARCH 2004, Vol. 126 / 269
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drag of the aircraft can be minimized in two ways: by either
shortening the inlet or making the inlet narrower. However, al
given engine with a specified inlet Mach number of between 0.5
and 0.6 provides the downstream boundary condition to the inle
flow. If it is necessary to maintain a serpentine inlet design, re-
duced inlet length necessarily implies more aggressive flow turn-
ing. Once again invoking the analogy with a single airfoil at a
now constant free-stream Mach number but with an increasing
angle of attack, increased flow turning will increase the peak
Mach numbers within the inlet. Similarly, continuity requires that
peak inlet Mach numbers will be increased if the inlet is made
narrower. Thus, shortening or narrowing the inlet have the sam
qualitative effect. Both will increase the peak Mach numbers
within the inlet, whilst a given choice of engine will require that
the flow at the AIP is maintained at roughly the same Mach num-
ber. The intensity of the adverse pressure gradient downstream ¢
the inlet throat will therefore inevitably be increased, causing re-
duced inlet pressure recovery and, as is suggested in the prese
case, stronger separation and higher levels of its associated inl
unsteadiness. b)

Separated Flow Structure. The predicted velocity vectors
within the last section of the inlet reveal the structure of the sepa
ration. Figure & shows a region of reversed flow near the top wall
on the centerplane, with the estimated dividing streamlines alst
shown. Figure B shows the limiting surface flow on the top sur-
face of the inlet. Four stagnation points are visible: two f¢9i
and two saddle$S). The dashed lines originating from the two
foci represent the approximate location of two vortices that extenc
away from the surface and downstream to the AIP. As discusse
earlier, the swirling streamlines associated with these vortices ar
visible near the top of the inlet in Fig. 5.

Figure 9 and c shows that the numerical predictions and ex-
periments give the same flow topology along the top of the inlet,
even though the size of the separation is significantly larger in
experiment. Experiments show that the flow along the entire tof
surface is attached up to the inlet throat. However, just down-
stream of the inlet throat the flow becomes strongly three dimen ¢)
sional and, in keeping with the limiting streamline pattern shown
in Fig. 8, the inferred surface topology in Figb@lso shows two
foci and two saddles. Perry & Chori@] call a separation with
this limiting streamline topology an “owl face of the first kind.”
Similar predictedflow structures in serpentine engine inlets have
been reported in Seddon and Goldsniith and Anderson et al.
[2], although this paper is thought to be the first that verifies the
existence of this structure experimentally.

A clearer picture of this basic separation structure is shown in
Fig. 10, where the vortex pair that extends downstream is seen t
originate at the two foci. Thus, the two vortices that are observec
at the top of the AIP in Fig. @ appear to originate at the two foci
within the separated region. This is consistent with the swirling
streamline patterns near the top surface in the last section of th
inlet in Fig. 5. It is emphasized that this structure is not a typical

separation bubble such as that classified by Hof@nit is not Fig. 9 Predicted velocity vectors and inferred flow topology a)

characterized by a reattachment point and_recircglating flowlong the inlet center-plane and  b) near the top surface of the
Nonetheless, the mean, surface normal velocity profiles throughtet

out the separated region must be inflectional. In keeping with the
many other inviscidly unstable shear layers such as mixing layers

and more usual separation bubbles, it is therefore expected thaturate predictions of separated flows but, despite this lack of
the separation will be strongly unsteady and may respond {gor, they can give reasonable resulfs]. The present set of
freestream disturbanc¢0]. results bears this out.

The differing size of the separated regions in experiment andimportantly, the similarity between the predicted and experi-
the numerical prediction is not surprising. The numerical predignental separated flow structures, and their pressure recoveries
tion was performed at a higher Reynolds number and lower Maghig. 2), suggests that the separation has a significant impact on
number than the experimental flow visualisations in Fig. 9, arntle inlet pressure recovery. A comparison of Figukeand &
the numerical prediction is a steady, Reynolds averaged solutisitows that the separation is also a region of considerable deficit in
of what is expected to be a strongly unsteady flow. Reynoldsagnation pressure. This compares to the attached boundary lay-
averaged turbulence models should not be expected to prodece upstream of the separation in Fidy, Where the stagnation
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pressure is significantly higher. Thus, large stagnation press@_c"5 \i/
losses appear to be produced within the separated region, and 5§
high loss fluid should then convect to the AIP. 10 -8 6 -4 2 0 2 4 6 8 10
The creation of low stagnation pressure within separated 1 lag (msec)

gions is often observed in steady, Reynolds averaged numerical

predictions of separated floW42]. As was found in the present Fig. 11  Cross correlations at design massflow rate between a)
numerical prediction, the turbulence model can predict levels Bfe unsteady stagnation pressure probe 1 at the AP in Fig. 3 b
turbulent viscosity within the separated region that can be sevefdfl the hotfilm sensor located at X in Fig. 7 and b the two
orders of magnitude greater than the laminar viscosity. As Bre4jStéady stagnation pressure probes at the AIP in Fig. 3 b
et al.[12] show, the entropy generation rate per unit volume is

directly proportional to the turbulent viscosity, and the turbulence

model is therefore predicting that the primary sources of loss geBonclusions

eration within the S?P‘?‘f_a“"” are the Reynolds stresses. I‘.aminaﬁ'his paper presented an experimental and computational study
stresses are less significant. Because the numerical predictiopi

. : . y'¥he engine inlet on an uninhabited combat air vehitlEAV)
steady, increased entropy is manifested as reduced stagnagff ating at cruise conditions. At this flight condition, the flow
pressure. Furthermore, Breql3] showed that the Reynolds gptering the inlet had a uniform stagnation pressure and did not

stresses within numerous separated flows can be an order of mM&gseience lip separations and other phenomena that are charac-
nitude higher tha_m those_th_at occur in a_lttached boun(_jary |_ay9t@*istic of take-off, landing and maneuvering. As such, any dete-
Thus, the numerical prediction of very high turbulent viscosity i§oration of the flow that enters the compressor is the result of
physical, even though the absolute values of predicted thbU'?menomena that are internal to the inlet.
viscosity are not expected to be accurate. It is therefore perhapg, separation on the top surface of the inlet appeared to be a
surprising that the predicted and measured inlet pressure recognificant contributor to reduced inlet pressure recovery and in-
ies agree as closely as they (f&g. 2), and this serves to further creased inlet unsteadiness. The time-averaged structure of this
the utility of steady, Reynolds averaged numerical predictions dgeparation was identified by reference to a more fundamental
spite the lack of rigour of applying them to separated flows.  study, and featured two vortices that extended downstream to the
Large Reynolds stresses within separated flows are not surpfign face. Furthermore, measurements suggested that the separa-
ing, given that such flows can feature large, coherent structut@sn created large, unsteady structures that were observed at the
that often have some periodicift0,11,14. These structures can fan face. The numerical predictions also indirectly suggested that
be long-lived and convect downstream for a considerable distartbés unsteady phenomenon caused large Reynolds stresses within
[15]. Whilst the Reynolds stresses within the separated regitiie separated region that in turn generated significant loss. Thus,
were not measured in the present investigation, coherent strige separation seemed to be the cause of both a reduction in inlet
tures that either pass through the separation or are created withiessure recovery and an increase in inlet unsteadiness by the
it are observed to convect to the AIP. As Figalshows, there is same basic mechanism.
significant cross correlation between the surface mounted, sheafhis unsteady behavior of the separation has important conse-
stress sensor within the separated regiBiy. 7c) and the un- quences for inlet design. An increase in the inlet Mach number or
steady stagnation pressure sensor 1 located close to the centex @duction in the length of the inlet should increase the intensity
the stagnation pressure deficit at the AfRg. 3b). Figure 1l of the adverse pressure gradients within the inlet. Stronger adverse
shows that there is a lag of approximately 1 ms between eveptessure gradients cause stronger separations, which should there-
occurring at probe 1 at the AIP and those occurring within thiere lead to reduced pressure recovery and increased inlet un-
separation. This lag is similar to the calculated convection tingeadiness. Thus, further reductions in the inlet length or width
from the separation point to the AIP of 0.75 fis16] and, since either requires that the designer accepts the reduced performance,
the shear stress sensor cannot measure acoustic fluctuations,ahiinds some means of decoupling the inlet performance from
correlation must involve some form of flow structure. Furtherchanges in the geometry. Since both the unsteadiness and the pres-
more, Figure 14 also shows that this structure has a dominarsture recovery appear to be the result of phenomena that originate
frequency of approximately 500 Hz. Figurehlalso shows this from a contained region, this inlet is therefore a clear candidate
characteristic frequency, as well as showing that the structurfies the application of separated flow control.
arriving at the AIP have significant spatial extent because there is
no lag between probes 1 and 2. Figure 11 is therefore stro
evidence for suggesting that the separation has characteristics ?h%lfnowledgment
are typical of separated flows. It appears that the separation creThis work was supported by the Defense Advanced Research
ates large structures with a characteristic frequency, and that thBsejects Agency(DARPA), under the guidance of Dr. Richard
structures convect downstream to the AIP. Wilezian.
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tactical aircraft inlet,” M.S. Thesis, Massachusetts Institute of Technology.
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[6] Schlichting, H., 1979, “Boundary layer theory,” McGraw-Hill, New York.

AIP = aerodynamic interface plariéan face [7] Abbott, I. H., and von Doenhoff, A. E., 1959, “Theory of wing sections,”
m = mass-flow ratelb/s) Dover, New York. o , _
Ma, = flight Mach number [8] Perry, A. E., apd Chgng, M'.S" _1986, Aserle; expansion study of the Navier- .

P. — stati Stokes equations with applications to three-dimensional separation patterns,
s = static pressurePa J. Fluid Mech.,173 pp. 207-223.
P, = stagnation PFeSSUf@a) [9] Horton, H. P., 1969, “A semi-empirial theory for the growth and bursting of
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9, pp. 1537-1552.
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waanme | Determination of Flow Rate
Tokyo Institute of Technology,

4259 Nagatsuta-cho, c ha ra cte risti cs Of Pn e u mati c

ez N Solenoid Valves Using an
wiotsniit 1 1S0thermal Chamber

'Department of Precision Machinery Systems,
Tokyo Institute of Technology In this paper, two new methods for obtaining the sonic conductance and the critical
pressure ratio of pneumatic valves are proposed. Both methods use a chamber that can
approximate isothermal conditions. This was achieved by filling the chamber with metal

Tatsuya Funaki wire, which creates a larger heat transfer area and heat transfer coefficient. The sonic
. conductance and the critical pressure ratio are obtained by measuring the pressure in the
Toshiharu Kagawa chamber during charging and discharging. These methods take only seconds to perform
and require less energy than the ISO 6358 procedure. The major factor in the error for the
Precision and Intelligence Laboratory, pressure response during the charging of the isothermal chamber is the upstream pressure
Tokyo Institute of Technology, change. Nevertheless, the sonic conductance can be determined within a 3% uncertainty.
4259 Nagatsuta-cho, In addition, the sonic conductance calculated from the pressure response during the
Midori-ku, Yokohama, discharging of the chamber can be determined within a 1.2% uncertainty.
Kanagawa, 226-8503 [DOI: 10.1115/1.1667888
1 Introduction consumption. Therefore, if a pressure response process can be

. . . used to measure the sonic conductance and the critical pressure
_ R_ecently pneu_matlc systems have been used in a precise PPSl it will be a useful energy saving method.
tioning stage to isolate vibratigii], or an accurate position con- A pressure response method that utilizes a charging process has
trol [2] because air has advantages such as compressibility, clgaan proposed by Kuroshif]. This method determines the flow
energy, high power ratio, nonmagnetic etc. These systems @sge characteristics under the vacuum condition and, hence, has
typically applied in the semiconductor manufacturing process. the disadvantage of needing a vacuum pump, which can also in-
In pneumatic systems, power is transmitted and controlletlice a temperature change error. In fact, the air temperature in a
through a gas under pressure with solenoid valves and sefw@mal chamber can vary up to 40 K, which affects the accuracy
valves. Therefore, the flow rate of such valves is the most impdf the flow rate measurements. There are other proposed methods

tant characteristic in construction of pneumatic systems and cdAr determining the flow rate characteristics during disché@je
troller design. Since air is a compressible fluid, the flow rate chzfnd these methods have room for consideration of the error due to

acteristic is nonlinedr3]. At the sonic(choked condition the flow temperature change in the chamber.

te i tant. and at th bsoni dition the i t However, if the air charge and discharge is performed under
rate is constant, and at the subsonic condition the flow rate qgsynermpg| conditions, the flow rate characteristics can be mea-

creases due to the rise of the downstream pressure. sured easily and accurately due to exclusion of the temperature
According to the ISO standardSO 6358, 1989[4] and JIS change influence. The authors have proposed a chamber filled
(JIS B 8390, 2000(5], the flow rate of pneumatic components isyith steel wool[9] that can approximate an isothermal condition.
characterized by the sonic conductance and the critical pressBseusing this isothermal chamber, the instantaneous flow rate can
ratio. The sonic conductance to indicates the ability of flow tbe measured within a 1% err{@,10]. Therefore, it is highly prob-
pass under the sonic condition. In a nozzle, the boundary betwedne that the pressure response method can be used for measuring
the sonic and the subsonic condition is given by the pressure rdﬁ@ flow rz_ate characteristics of pneumatic valves if the isothermal
between downstream and upstream of the nozzle, the critical pré@amber is used. )
sure ratio, which is 0.5283 obtained from the Bemoullis’ Law and, !N this study, the pressure response from the charge and dis-

isentropic procesEs]. However, as the flow pathway is Comloli_charge of air in an isothermal chamber is used to determine the
cated in actual valves, it is known that the critical pressure ration conductance and the critical pressure ratio of pneumatic

differs from the ideal valug3], Therefore, the sonic conductanc valves. Four solenoid valves were tested, and the effectiveness of
. s ’ he proposed method was confirmed.

and the critical pressure ratio are calculated from the mass flow

rate through the test valve, and the differential pressure across Qﬁe

valve with methods detailed by the ISO 6358 standards. These

methods, however, have a disadvantage. Because the pressure Igﬁ’d

the flow rate must be measured under steady-state flow, a lon wo methods for measuring the sonic conductance and the criti-

measurement time is needed. As a result, these methods consGfgressure ratio are defined in ISO 6358. The first method in-
much time and energy. volves maintaining a steady flow rate and keeping the upstream
However, the process of charging and discharging air into essure constant while the downstream pressure is decreased. In
Lo . is paper, this method is referred to as the |$@thod. In the
chamber requires only seconds and a minimal amount of enetI cond method, the downstream pressure is set to atmospheric
pressure and the upstream pressure is changed, while a steady

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; ; : ; ; Iae
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionfIOW rate is maintained. This method is called the !' thod.

April 2, 2003; revised manuscript received October 6, 2003. Associate Editor: M. BN€ EXperime_ntal setup for the IG@ethod is _provid(_ed in_Fig: 1
Andrews. and the experimental setup for the Ig@ethod is provided in Fig.

ISO Method for Measuring Flow Rate Characteris-
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Pressure gauge

™ test component When an isothermal chamber was used, it is assumed that the

% air in the chamber remains isotherni8l10]. Therefore, Eq(1)
O = 4®—‘> can be obtained from the state equation of ideal gases.

Fl t dP
ow meter V-——:43R6 (1)
dt
SEEEERLE The flow rate through a pneumatic valve is represented in the
regulator

following two formulas[4].

1. The case of choked flow
Fig. 2 Experimental setup for the ISO method fixing the down-

stream pressure 0o
G=CpoP; g (2

2. A pressure sensor, accurate within 0.2%, and a gas meter, a(,2-' The case of subsonic flow

curate within 1%, are used to measure the average flow rate.

In the 1ISQ, method, the sonic conductance is determined from
the flow rate at the choked flow, and the critical pressure ratio is 0
calculated using the data from four points in the subsonic flow. G=CpoP; \ﬁ
The flow rate characteristics calculated from the |S®ethod, 0

however, are sometimes different from the actual valle. \yhereCis the sonic conductance which represents the flow passes
Therefore, this study uses experimental values instead of thegfiity andb is the critical pressure ratio. The pressure response
obtained with the IS@method. After calculating the sonic con-equations in the chamber, which can be derived from Eqs(2)

ductance from the flow rate at the choked ﬂOVM more than léhd(g% are provkjed beﬂovvvvhen we assume ﬂqe Suprﬂy pressure

points from the experimental data in the subsonic flow are usedpq s psand downstream pressuls is the pressure in the cham-
calculate the critical pressure ratio. This method is called thgg,p.

modified ISO method. In this paper, this ISO method is used

instead of the 1ISQor the 1ISQ method. 1. The case of choked flow
. - CpoPs .
3 Pressure Response Method for Measuring the Flow P=Pat+ —,— RVobat=11(1) 4

Rate Characteristics Using the Isothermal Chamber ]
2. The case of subsonic flow

3.1 Charge Method. The proposed method for determining c
the flow rate characteristics from the charge response in an iso-p_p (1 _p). s ( Po RVO0-(t—t.) | +bP.= f(t
thermal chamber is called the “charge method.” The experimental s )- sin (1-b)Vv O06a(1~1c) 5= fal(l)
setup for the charge method, shown in Fig. 3, consists of an air (5)
supply, a pressure regulator, a sub tank, a solenoid valve, an iso-

thermal chamber, and a pressure sensor. The pressure sensor . B ,
semi-conductor type made by Toyoda machine works, LTD. Tifgluatons. For the chokgd flow, Wh_en the ar n the chamber IS
linearity of the pressure sensor is 1% and the hysteresis is O. Othermal, the pressure increases I|ngar|y with time, as shown in
against full scale. We calibrated this sensor with an accurate pres?; 4. Th?. proposed meth_od de@e_rmlnes the sonic conductance
sure gauge of uncertainty less than 0.2%. A 12-bit A/D board ?&d the critical pressure ratio by fitting the experimental pressure
used to obtain the pressure data. The internal volume of the iZGSPONSe With the theoretical pressure response given by(4gs.
thermal chamber was 3010 2 m® and the volume of the sub and (5). The Gauss-Newton method, a nonlinear least square
tank is 30<10-3 m?. Th ’ | : t 10 588 kP Thmethod, is used to fit the pressure response. The details of this
ank 1s m". Th€ Supply pressure 1S Set to a. 1NBrocedure can be found in the appendix. This fitting method al-

suprp])ly prelssrl:re \t/)vas measured at Ejhe Sl;b tgnkh T.k('je prfess:gr% '.@E for the sonic conductance and the critical pressure ratio to be
isothermal chamber was measured at the both side of cylindricgl; i quickly and accurately.

chamber and confirmed that there was no pressure distribution in
the chamber. The resolution of the pressure sensor was 0.5 Pa arRi2 Discharge Method. The proposed method for determin-
the sampling time is 5 ms. ing the flow rate characteristics from the discharge response in an

3tions(4) and (5) represent the theoretical pressure response

274 | Vol. 126, MARCH 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5 . .
[ 107© 10K~ 7 T
L J 5k
51 _ q Choked flow
= 4 P=fy1) — _ 1 N :
&t ] S Critical point
m B | e
R oL i
2 P=f,(1) . Subsonic flow
b0 20 30 T
0 5 10
t [s] ¢ [s]
;Ig) 4 Pressure response during charging (sampling time 5 Fig. 6 Pressure response during discharge (sampling time 5

ms)

isothermal chamber is called the “discharge method.” The experi-  (b) b=0.5

mental setup for the discharge method, shown in Fig. 5, consists p bP 2
of an air supply, a pressure regulator, a solenoid valve, an isother- p= _a[t_-r In(—)—T } +P, )
mal chamber, and a pressure sensor. The pressure sensor was a 2 P a :
semi-conductor type, and an A/D board was used to obtain the (c) 0.5<b<1.0
pressure data. The internal volume of the isothermal chamber was
3.0x10°3 m?® and the supply pressure was set to 588 kPa. The _ bP, N (1-b)P; | v2b-1
resolution of the sensor and the sampling time was same as charge T 2b—-1 2b—1 1-b
method. The supply air was charged in to the isothermal chamber
in advance, and the shut the upstream valve. Then the test valve 1 I (bPi > arct 1 } ©
was opened to start discharge. Xy=—In —) +2 arctan—
When an isothermal chamber is used, it is assumed that the air T Pa vZ2b—1

in the chamber remains isothermal. Therefore, the pressure "®During discharge, the pressure decreases logarithmically with
sponse equations, Eqgl), (2), and (3), are also valid during (ime as shown in Fig. 6. Therefore, the flow rate characteristics

discharge. for the discharge method can be calculated with the nonlinear
1. The case of choked flow least square method, the same as in the charge method.
P=Pe ¥ T v \/? 6 ; : _
=P p = — —
ie P~RaCp; Vb (6) 4 Experimental Results and Discussions
) The purpose of the experiment was to investigate the influence
1. The case of subsonic flow of changes in air temperature on the accuracy of the system. Steel
(a) 0.0<b<0.5 W'ct)r?l V\gth a (t:iiam]?ter of apprtoTimszﬁly 2bm ang 'cot[?]per wire
B _ — with a diameter of approximately were used in the experi-
p= bPa  (1-b)P, 1vi-2pb ments. The density of the steel wool is 7:880° kg/m® and that
1-2b 1-2b p 1-Db of copper is 8.9& 10° kg/m?.

bR

x{t=T, |n(—)+Tp In termined using the proposed methods, with the isothermal cham-
Pa)  "J1-2b 1+\1-2b

bers filled with metal wires. The results of the experiments are
presented in the following subsection.

1-b 1— \/1——2b] - The sonic conductance and the critical pressure ratio were de-

4.1 Temperature Changes in the Isothermal Chamber. A
chamber can approximate isothermal characteristics when it is
filled with metal wire. The temperature change is dependent on
the diameter of the metal wire because we have already studied
that the heat transfer area is a very important fagi@. In this
experiment, steel wool with a diameter of about2% and cop-
per wire with a diameter is about 5@m were used. The heat
capacitance of the both types of wire was almost the same, at
about 3,000 times larger than that of air.

To realize isothermal condition, the heat transfer 4] be-
comes very importarjtL2]. When the steel wool, with diameter 25
um was used, the heat transfer area became about?Egyainst
the chamber size of 3:010 % m® assuming the wire is cylindri-

A/D

Pressure

test

AAAAAAA

EeepEuEs isothremal component cal. When the copper wire with diameter afn was used the area
Eegulator chamber became 8 rh
The stop methof9] was used to investigate the degree of tem-
Fig. 5 Experimental setup for the discharge method perature change between the different kinds of metal wool. The
Journal of Fluids Engineering MARCH 2004, Vol. 126 / 275
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The experimental results are shown in Fig. 7. The upper graph
in Fig. 7 shows the pressure responses, and the lower graph rep-
resents the temperature changes. After 1.5 s the temperature be-
comes almost constant. Therefore, the experimental results before
1.5 s is shown in Fig. 7.

When the steel wool was used, the temperature dropped a maxi-
mum of 1.5 K, and then the temperature quickly returned to room
. temperature as shown in Fig. 7. On the other hand, when the
4 Valve A (Steel) o~ e o copper wire was used, the temperature changed a maximum of 3

-—-Valve A (Cu) s K. Compared with the steel wool, the temperature of the copper
-——=Valve B (Cu) | wire changed gradually. These results show that the chamber filled
with metal wire is able to closely simulate isothermal conditions,
when compared with a normal chamber that can have a maximum

300 T T T T T T T T T T T T T
O Valve A (Steel) ;
L e Valve A (Cu) - decrease in temperature of 40 K.

298} 4 Valve B (Cu) & 4.2 Experimental Results of the Charge Method. Table 1
S or-=-gr------m - e e mmmm e & shows the flow rate characteristics determined by the charge
296}o_ 0F . method when the chamber was filled with steel wool. Table 2
(= [P J shows the calculated flow rate characteristics determined by the
204k A h charge method when the chamber was filled with copper wire. It is
2 A 4 clear from Table 1 that the sonic conductance error of the charge
method remains within 3% from Table 1. The maximum differ-
2921 . ence in the critical pressure ratio between the value calculated
- 1 from the modified 1SQ method and the charge method is 0.08,
o0b—— e L which is 53.3%.
0 0.5 1 1.5 The critical pressure ratio is especially hard to measure cor-
t s rectly, due to the ellipse approximation for the subsonic flow.
Therefore, the critical pressure ratio will always contain a slight
Fig. 7 Temperature changes in the isothermal chambers error. However, from the viewpoint of calculated flow rate char-
acteristics, these experimental results are adequate enough for
practical use, as illustrated in Fig. 8. Even though the critical ratio
stop method is introduced as follows: Stop the solenoid valve gjference is 53.3%, the black dots and the solid line show good
the time we want to know the temperatué¢t). Measure the agreement on the whole. So the flow characteristics of the valve
pressure at that tim@(t) and the pressure when it becomes stablgany pe represented even though the critical ratio differs 0.08.

P.. using a pressure sensor. When the pressure becomes stable, th¢hen the copper wire is used, as depicted in Table 2, the pro-
temperature in the chamber recovers to the room temperatrﬁggsed method is proven effective
e

Hence, we can measure the average temperature at thet ti

(K]

using the Law of Charles. 4.3 Influence of the Upstream Pressure Change.When
P(1) the charge method is performed with the isothermal chamber and
()= P_ga (10) @ solenoid valve with a high sonic conductance, the upstream

pressure decreases. This decrease in upstream pressure affects the

By changing the time to stop discharge or charge, the averaggcuracy of the measured flow rate characteristics.
temperature at any time could be measured. We confirmed that thdhe upstream pressure change was investigated by placing a
uncertainty of this method is within 398]. pressure sensor on the upstream chamber. The response character-

Table 1 Experimental results using the charge method with the chamber with stuffed steel

wool
Sonic conductance 16 [m%(sPa] Critical Pressure Ratio
Solenoid Modified 1SQ, Charge Error Modified 1SQ, Charge Error
Valve method method Percentage method method Percentage
A 4.84 481 -0.62 0.15 0.23 53.3
B 8.42 8.24 -2.14 0.33 0.37 12.2
C 2.76 2.76 0 0.35 0.41 17.1
D 5.61 5.58 —-0.53 0.39 0.45 13.3

Table 2 Experimental results using the charge method with the chamber stuffed with copper

wire
Sonic conductance 16 [m®/(sPa] Critical Pressure Ratio
Solenoid Modified 1SQ, Charge Error Modified 1SQ, Charge Error
Valve method method Percentage method method Percentage
A 4.84 4.87 0.62 0.15 0.18 20.0
B 8.42 8.32 —1.18 0.33 0.34 3.0
C 2.76 2.78 0.72 0.35 0.38 8.6
D 5.61 5.54 —-1.25 0.39 0.40 2.6
276 / Vol. 126, MARCH 2004 Transactions of the ASME
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; . T ; . ; ered to the designated regulator pressure, 588 kPa. In this experi-
ment, the volume of the chamber wasx300 3 m®. If a bigger
chamber is used, the upstream pressure change decreases. There-
- fore, the sonic conductance measuring error could be reduced by
using a larger chamber.

0.003

T

0.002 -

G [kg/s]

4.4 Experimental Result with the Discharge Method
. Table 3 shows the flow rate characteristics determined by the
ISO , method discharge method when the chamber was filled with steel
—Charge method wool. Table 4 shows the flow rate characteristics determined by
the discharge method when the chamber was filled with copper
. | . | . | , | . wire.
00 0.2 0.4 0.6 0.8 1 The results from both the discharge method and theyISO
P./P method are provided in Table 3, as well as the error of theyISO
20 method. The graphs of Valve As flow rate characteristics are
shown in Fig. 10.
Fig. 8 Flow rate characteristics by charge method ~ (Valve A The error for Valve A is higher than the other solenoid valves
steel wool ) because its critical pressure ratio is lower than its initial pressure
ratio. These values don't produce a choked flow state, and the
istics of Valve B, which had the worst upstream pressure changenic conductance can not be estimated accurately. The initial
are shown in Fig. 9. In this figure, the horizontal axis representsessure in this experiment was 591 kPa, and the initial pressure
the time from the start of the charging process. Immediately aftettio was 0.17. Therefore, to obtain an accurate measurement, the
the start of charging, the upstream pressure decreased aboutritfcal pressure ratio for the solenoid valve must be higher than
kPa. After the initial drop, the upstream pressure linearly recothis value. The other solenoid valves produced the choked flow
state and their sonic conductance values were measured within
1% accuracy.

0.001

[ 105] ' T y 1 ' T These results suggest that an accurate sonic conductance can be
——Upper Pressure obtained by setting the proper initial pressure ratio. Also, it was
sgL - Initial Pressure | determined that the minimum pressure time constant should be 3.5

----------------------------------------------- S to obtain accurate experimental results.
The experimental results for the copper wire-filled chamber are
E L ] shown in Table 4. By comparing these results with those of the
— steel wool-filled chamber, it was found that the steel wool pro-
a, duced a lower error. This can be attributed to the ability of steel
5.8+ - wool to more accurately simulate the isothermal condition. As the
temperature change increases, the sonic conductance values are
determined to be larger than their actual values. The experimental
results reflect this trend.
The sonic conductance of Valve A is difficult to determine.

5.7 . | . Because the sonic conductance values were measured to be larger

0 1 2 3 than their actual values, so the calculated critical pressure ratio is

t[s] smaller than its actual value. The I$@ethod calculated the
Valve A critical pressure ratio to be 0.10, a particularly small

value. For the purposes of this research, critical pressure ratios

Fig. 9 Upstream pressure change during charge

Table 3 Experimental result using the discharge method with the chamber stuffed with steel

wool
Sonic conductance 16 [m®/(sPa] Critical Pressure Ratio
Solenoid  Modified 1ISQy discharge Error Modified 1ISQy discharge Error
Valve method method Percentage method method Percentage
A 4.84 4.98 2.89 0.1 0.08 25.0
B 8.51 8.55 0.47 0.25 0.25 0.0
C 2.77 2.79 0.72 0.28 0.27 3.7
D 5.71 5.72 0.18 0.35 0.35 0.0

Table 4 Experimental result using the discharge method with the chamber stuffed with copper

wool
Sonic conductance 16 [m%(sPa] Critical Pressure Ratio
Solenoid  Modified ISQ discharge Error Modified 1SQy discharge Error
Valve method method Percentage method method Percentage
A 4.84 - - 0.1 - -
B 8.51 8.66 1.76 0.25 0.17 —32.0
C 2.77 2.79 0.72 0.28 0.21 —25.0
D 5.71 5.72 0.18 0.35 0.29 -17.1
Journal of Fluids Engineering MARCH 2004, Vol. 126 |/ 277

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the chamber depends on the weight per unit volume of the metal
wire [9]. For example, when the chamber is stuffed with 300
kg/m® of steel wool with a diameter of 26m, as shown in Fig. 4,
the temperature decreases a maximum of 2 K. Also, when the
pressure change velocity increases, the isothermal quality of the
-1 chamber deteriorates. It was determined that the pressure change
velocity needs to remain below 100 kPa/s for the temperature
change error to remain within 0.5%.

The error for the proposed charge response method is given by

the following formula.
21 ( 50) 2
+ —_ —
4\ 6
0 . | ] L | (11

® [SO 4 method 5C 5P
L Discharge method —=
" | s T
0 0.2 04 0.6 0.8 1 The error for the pressure sensii is 0.5%. The error due to the
P.JP change in the supply pressuf®, is a maximum of 3%, as deter-
2

—
o
)
[a—
(@)
T

2
+

2
+

2
+

oV

\Y,

ot

t

5P,
Ps

P

C
mined from the experimental results shown in Fig. 6. The cham-
) o ) ber volume measurement erré¥ is 0.5%. The time lag for the
Fig. 10 Flow rate characteristics by discharge method  (Valve  gpjengid valvest is 0.01 seconds, resulting in a time measurement
A steel wool ) error of 0.1% when the measurement time is 10 s. The tempera-
ture measurement erraid is 1 K, resulting in an error rate of
0.3%. The sonic conductance error has a maximum of 3%. Using

less than 0.10 were not considered. Therefore, the flow rate chid€ Table 1 results, the sonic conductance is within this error

acteristics for Valve A could not be obtained by the propose@nge' Therefore, this method has sufficient accuracy for practical
use.

hod. . L
method The error of the proposed discharge response method is given

4.5 Uncertainty. The quality of the isothermal condition in by the following formula.

aC \/( 5P )2 ( 5P )2 (av)z (&)2 1(50)2
—= + +H =] +| =] +=|— (12)
c P In(P/P,) P, In(P/P,) v t 4\ ¢

The pressure error includes the logarithmic portion of the error R = Gas constantl/(kg-K)]

equation, and the critical pressure ratio is applied to the pressure t = Time[s]
ratio as a natural logarithm. Therefore, the sonic conductance er- V = Volume of chambefm?]
ror determined by the discharge method has a maximum of 1.2%. 6 = TemperaturgK]
p = Air density [kg/m®]
5 Conclusion T, = Pressure time constaf]

Two new methods for obtaining the sonic conductance and tBeibscripts
critical pressure ratio were proposed. The charge method deter-
mines the flow rate characteristics from the pressure response dur-
ing the charging of an isothermal chamber. The discharge method
determines the flow rate characteristics from the pressure response

Normal condition
Upper Pressure
Lower Pressure

. " a = Atmosphere
during the discharge. s = Supply
The major factor affecting the accuracy of the charge method is . — choke state

the change in the upstream pressure. With the proposed experi-
mental system, the uncertainty remained within 3% and, therefore,
is sufficient for practical use. The discharge method with the iso-
thermal chamber resulted in a maximum sonic conductance unc&ppendix
tainty of 1.2%.

The proposed methods have several advantages over the Ia%
method, such as short measurement time and air consumpti
Therefore, these methods are preferred for everyday use.

he calculation process for determining the sonic conductance
the critical pressure ratio by the Gauss-Newton method is
BQrformed as follows:

1. Initial valuesC, andb, are given for the pressure response
equations, Eq. 4 and R =1(t), P="1,(t).

Acknowledgments 2. The square residual erro®, is calculated by:=(P;
The authors are grateful to Mr. Oneyama, Dr. Zhang and M« f(t,,C,,bg))?.
Seno of the SMC Corporation for their advice and support. 3. The elementgf/JC, af/ab and P;—f(t;,C,b), are calcu-
lated fori=1~n.
Nomenclature 4. The linear equation
b = Critical pressure ratig] of.\ 2 of: of. of.
C = Sonic conductancgmgl(sPa] > (a_bl) Ab+ > a_Cla_blAsz &—b'(Pi—f(ti,C,b))
G = Mass flow[kg/s]
P = PressurgPa is solved using the modified valugsC,Ab.
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1 Introduction various researchers using analytical, numerical and experimental

methods[2,5—-10. This research builds on these efforts and the

Ir:Iow megsxemtfer;:]s areirl]JsIe(cji n Tiirzjygnapgh?at;o?s fo: ?r'c%%nal noise concepts and presents experimentally based relation-
purposes. Some of Ihese include pro g data for system C ips between signal noise and the flow rate in a pipe. This paper

trol, process analys!s, accounting of yield, a_nd consumption. Rt gescribes an empirical approach to the basic theory on which
cent developments in technology_ have prO\{|d_ed |mprove_d SENINE accelerometer-based flow sensor is founded. The paper then
designs and measurement techniques. Coriolis, magnetic, and

) . Scribes the experimental test set up and procedure used to ac-
trasonic flow meters are a few examples of this improved teChn‘&lﬂire the data. The data are then presented and discussed. The data
ogy. Although many high-quality pipe-flow sensors and measurgygicate that there is a strong relationship between the accelerom-
ment techniques exist, there is a need for the development og@r pased signal noise and the flow rate in the pipe. Over the
low-cost, nonintrusive, flow sensor. The geothermal industry is fange of flow rates investigated, it is shown that the relationship
particular need of such a sensor for the measurement of briggween signal noise and flow rate is nearly quadratic and a func-
flows. Geothermal brine typically consists of hot, pressurized ligion of pipe material and pipe diameter.
uid, carrying dissolved solids. As the pressure of the liquid drops,
some of the dissolved solids precipitate out of solution coating
any surface in contact with the fluid. This coating renders an i® Theoretical Overview
trusive flow meter inoperable after a short time. Similar non-
intrusive measurements are also needed in the nuclear industr
This paper explores the possibility of developing a low-cos
nonintrusive, flow-rate sensor based on the signal noise from
accelerometer attached to the outside surface of the pipe. Sig
noise in this paper refers to the standard deviation of a time-ser{
signal acquired from the transducer. This signal noise is a result o
turbulence-induced pressure fluctuations in the fluid flow which u=u+u’ Q)

When describing turbulent flow, it is convenient to recognize
at the local velocity at a point may be regarded as superposition
f an average value and instantaneous fluctuating value. The in-
taneous velocity, can then be written in terms of the time
rage velocityu, also called the mean velocity, and a fluctua-
velocityu’ as shown by Eq(l).

for pump performance in nuclear applicatiofis]. During the
Loss-of-Fluid Test nuclear reactor safety testing program, mea- _ 1 (N
surements were analyzed to determine their uncertainty and limi- = T, o udt @)
tations. It was noticed that in turbulent single-phase flow, the stan-
dard deviation of the signal increased with flow rate for flow- As the molecules of the fluid approach the wall, they have
measuring instrumentatiof2]. Based on these results, initialkinetic energy. This kinetic energy must be converted to another
laboratory tests were performed by the authors. These tests déatim of energy as the molecules reach the pipe wall. According to
onstrated that it was possible to use signal noise from an accelée first law of thermodynamics, some of the kinetic energy is
ometer to sense flow noise in a pip@,4]. These preliminary converted to heat as the turbulent eddies dissipate, but most is
results were used to obtain funding from the Department of EGonverted into potential energy in the form of pressur.
ergy (DOE) through an INEEL Laboratory Directed Research and Consider a turbulent flow through a horizontal pipe of circular
DevelopmentLDRD) award to construct an air-water flow loopCross section. The velocities of the fluid can be expressed in terms
and continue to investigate the relationship between signal noRfa time average and a fluctuation as shown by Egjsand (4).
and_flow rate. This paper presents the results of this inv_estigation. u=u+u’ (3)

Pipe vibration due to internal flow has been investigated by

v=v+v'=v' 4)

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; PR f ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division In Eqs' (3) and (4)’ uis the VelOCIty in the direction of the

April 28, 2003; revised manuscript received November 7, 2003. Associated Editffimary pipe axis ana is the velocity perpendicular to the pipe
J. Lee. axis. Since there is no net flow in the direction perpendicular to
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the pipe axis, the time-averaged flow in that direction is zero anthere:
so the instantaneous flow is just equal to the fluctuation.
Although the time averages of the fluctuations in any direction C= 9
are zero, the time average of the products, such’as are not Ay
equal to zero. Prashyd2] states that in general, it can be shown gqation(14) indicates that the acceleration of the pipe is pro-
that the time average of the product of the velocity fluctuations jg)tional to the pressure fluctuations in the fluid. This experimen-
less than zero as shown by H§). tal research is based on this premise.
U0 <0 ) The last relationship to _be demonst_rateo! is the relationship be-
tween the standard deviation of the pipe vibrations and the mean
Prashun[12] also demonstrated that for a circular conduit oflow rate of the fluid in the pipe. BlakEl5] stated that the gen-
radiusr, the shear stress; at the wall can be related to theeration of vibrations by fluid motion involves the reactions of

pressurep, as shown by Eq¥6) and (7). fluids and solids to stresses imposed by time-varying flow. For
dynamically similar flows, the ratio of the flow fluctuations to the
__r % (6) average flow is constant. Bird et &L6] clarified this relationship
2 dx by noting that the oscillatory term is the time average of the ab-

solute magnitude of the oscillation, given hyn wherem=u’2.
d_p —p'=- 2_7 @ They defined this relationship as “intensity of turbulence,” which
dx r is a measure of the magnitude of the turbulent disturbance, and is

From the Navier-Stokes equations, Prashun also demonstrated " by Eq.(15).

that for turbulent flow, the turbulent shear stress can be expressed \/ﬁ
as shown by Eq(8) T:intensity of turbulence (15)

T=—pu'v’ (8) From the definition of turbulent flow given in E€) the inten-

Combining Eqs(7) and(8) shows that the pressure fluctuatiorsity of turbulence expression can be rearranged as shown by Eq.
is proportional to the fluctuation of the fluid velocity as shown b

Ed. (9) 14
- — u;(t)—u]?
ploculv/ (9) \/ﬁ_m_Ni:l[ I() j _C (16)
It can also be shown that the pipe vibration is proportional to U u? a

the pressure fluctuations in the fluid. For this analysis, the ﬂu'd',\/lultiplying both sides by the number of poinké and G2 and

filled piping system can be depicted as a one-dimensional mo@iding byN— 1 results in Eq(17) where the left hand side is the
of a beam. It is well known from structural mechanics that the ra afinition of the sample standard deviation.

of change of the moment along a beam is equal to the shear and

the rate of change of sheatV/dx, along the length of the beam 1N NC

is equal to the pressure fluctuations,(x), per unit length as EE [Ui(t)—m2=N717=K32 a7

shown by Eq(10) [13]. =1
d2M  dV Since_, as was demonstrated ab(_)ve, the flow fluctuations are
——=—=p'(X) (10) proportional to the pressure fluctuations and the pressure fluctua-
dx dx tions are proportional to the pipe vibrations, it follows that the

When a beam is subjected to bending, one side of the beam iSfgndard deviation of the pipe vibrations is proportional to the
tension while the other side is in compression. Differentiating trivérage flow rate.
well known Flexure Equation, given by E¢lL1), twice with re-
fﬁ:iteézftstt\ﬁrég(sllg)g the relationship f@' from Eq.(11) gives 3 Experimental Test Facility

The air-water flow loop at Idaho State Universit{sU) was

2
M=E| d_y (11) used as the experimental test facility. A schematic of the flow loop
dx? is shown in Fig. 1. This flow loop will be described as two main
&M " components. These are the water system and the test section.
y -, ) )
& " Elga=P ™) (12) 3.1 Water System. Although this research is focused on

single phasdall watep flow, the ISU flow loop was designed to
In order to relate the pressure fluctuations to the pipe accelehave two phaséair-wate) flow capability. The water system sup-
tion d?y/dt?, consider the differential equation of motion forplies the liquid phase of the test fluid and consists of a primary
transverse vibration of a beam as given by Jat# in Eq. (13). pump, air- and manually-operated flow control valves, a test loop,
) " 4 a bypass loop with a water clean-up system, two air-water sepa-
y Elgdly 9%y 13) rator tanks with an air discharge system, plus the interconnecting
M2 Ay ax* T Ay X (13) piping, loop pressure, and pump speed instrumentation. These
components are shown in Fig. 1.

where: , Water is circulated through the flow loop by a Goulds 10 in.
A = cross sectional area of the beam diameter impeller, centrifugal pump driven by a Reliance 75 HP,
y = specific weight of the beam 2,500 rpm, Model Super RPM DC, direct current motor with a
g = acceleration of gravity variable-speed controller. Water from the pump can be routed
El = flexural rigidity

through the test section, the by-pass section, or both so that the
Sinceg, A, and y are constants, Eq13) can be rewritten as amount of water passing through the test section can be con-

shown by Eq.(14). trolled. The flow path for the water is controlled by two air-
5 4 operated Valtek, size 3, Class 150 valves at the outlet of the pump.
7y _ 7CE|3_VZ —Cp'(x) (14) Each valve opening can be controlled to allow the desired flow
ot ax* P through the test section and the bypass.

Journal of Fluids Engineering MARCH 2004, Vol. 126 / 281

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3NCH PIPE

THERMAL MASS
AIR FLOWMETER Awcmere 1 DRTOAF;;?UT TEST SECTION
TURBINE (= PressurE conTroL
VALVE

FLOWMETER

REFRIGERATOR

DISCHARGE
DRUM

24NCH PIPE

WATER FLOW
PUMP
SPEED oD CONTROL VALVE

PUMP
~7 BYPASS 3INCH PIPE

Q— WATER FLOW
CONTROL VALVE

COMPRESSOR

AINCH PIPE.

TURBINE
‘7 FLOWMETER
AR FLOW
CONTROL VALVE JINCH PIPE

ACCELEROMETER

O®

TEST SECTION

AIR-WATER
MIXER

Fig. 1 Flow loop schematic

The water for the test section goes from the pump, through the3.1.1 Control System.The pump and valves in the flow loop
control valve and then through an air-water mixer before enterirge controlled from a control panel in an adjacent room. The con-
the test section. In this research, air was not mixed with the waies| pane| has an on-off switch for the pump motor as well as a
_but the flow still passes t_hrough the mixing chambt_er. After Pasgariable speed control. A dial gage, which receives input from the
ing through the test section, the water enters the first of two a ump speed controller, displays the speed in revolutions per

water separator tanks_ which allow any entrained air to separgie, ite. The air-operated valves are controlled by electric potenti-
from the water by gravity. The pressure and water level in the tafi eters on the control panel. The panel is situated so that the loo
are monitored by a pressure gage and level indicator, respectiv@l  be vi d duri P . P P
The water from the first air-water separator tank passes out of e viewed during operation.

bottom of the tank into a second, smaller air-water separator tankg 1 2 Test Measurement TransducerShe flow loop instru-

where any additional air can be removed from the water. Th"ﬁentation consisted of) @ PCB Piezotronics Model 352B68 pi-

water then goes to the pump to start the cycle again. : : T
' . ’ ; zoelectric accelerometer to measure pipe vibration in the test

Th | rovi functions: it provi n altern ; ; .
e bypass loop provides two functions: it provides an alte a?ectlon, b a Flow Technology FT Series full-bore turbine flow

path for the water so that the amount of water flowing through t ) . X ) X
test section can be controlled without changing the pump spe&igter With a 0.0762-n in) nominal diameter, operating range of

and it also provides a system to cool and clean the loop water. T#0 t0 2,500 liters/mir{l/m), repeatability of+0.5% of reading,
water can become heated as it passes through the pump. A linearity of+0.5% of reading to measure water flow through
several passes through the pump, the water can become relatitk®/test section,)a 0 to 1.034 MP40 to 150 psi Heise pressure
warm. Some of the water flowing through the bypass loop can gage to measure test section pressure, and kimetallic ther-
diverted through a system to cool and clean the water. The coolifmeter temperature gage to measure the test section tempera-
is accomplished by passing the water through a heat exchangge.

which transfers some of the heat to secondary cooling water. The

water also passes through an ion exchanger and filter to clean thd.1.3 Data Acquisition and Recording Systerata from the
water before re-entering the flow path between the first and sdlow loop transducers were recorded simultaneously on a
ond air-water separator tanks. The amount of water passiAg35670 Spectrum Analyzer and a PC based data acquisition sys-
through the cooling and cleanup system is monitored by tam as shown in Fig. 2. As shown, the accelerometer data were
variable-area, rotameter and controlled by a hand-operated vaj¢gorded using the spectrum analyzer while all other data were

in the bypass line. The remainder of the water from the bypass.orded using the PC data acquisition system.
loop re-enters the flow path at the outlet of the first air-water

separator tank. The loop water piping is primarily 0.0762 m or 3.2 Test Section. The flow loop test section consists of a 6.1
0.102 m(3 or 4 in) nominal pipe size and primarily of 304 stain-m (240 in) interchangeable section of pipe. In this effort, five
less steel and polyvinyl chloridg®VC). different test sections were used. The first three sections, were
_The structural support for the test sectic_m was designed to MiRiyminal 0.0762-n(3 in) diameter schedule 40 pipe made of clear
mize any external vibration. The test section was connected to ‘1590, 304/304 L stainless steel, and aluminum. These three sec-

flow loop through rubber isolators and the pump was mounted §8 ¢\ yere ysed to determine the effects of material properties on
isolate as much vibration as possible. Background noise tests jn-

dicated a quiet system and the data required minimal filterin fg}e signal noise—f_low rat(_a rela_tionship. Two other test sections,
extraneoug noisey. q 9 one of 0.1016-m4 in) nominal diameter clear PVC and the other

For normal operation, the system is started from an uncirc@f 0-0381-m(1.5 in) diameter stainless steel were used to inves-
lated, cold water condition and brought up to a flow rate thdigate the effects of pipe diameter. The various test sections were
completely fills the pipe. The system is then allowed to run untinserted into the flow loop one at a time by flanged connections.
the piping is free of air and a steady temperature and flow ratée accelerometer was mounted on the top of the pipe test section
have been reached. 2.34 m(92 in) downstream of the inlet.
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Fig. 2 Data acquisition schematic

would then be plausible. However, the changes in natural fre-
L . quency are typically very smalbn the order of tenths of a Hz or
4 Data Acquisition, Results, and Analysis lesy for turbulent flow that is well below the critical flow rate
One focus of this research is to determine the relationship bge., V/\ica<0.1). Therefore, the sensitivity of such a technique
tween flow rate and the signal noise as measured by an acceler-relatively slow-flow rates would be very poor. For flow rates
ometer attached to the pipe. The purpose is to determine ifttet provide a v/yicq ratio greater than 0.3 the natural frequency
relationship exists such that a nonintrusive flow-rate sensor ghifts become significantly larger. If estimates of the flow rate are
measurement technique could be developed. This section first preeeptable and relatively high-flow rates are expected it may then
sents the data acquisition process followed by the presentation &edplausible to develop a technique based on these cor{dsfpts
discussion of the results. To illustrate the ability to measure the flow rate based on natu-
. . . ral frequency shifts, frequency domain plots of the accelerometer
4.1 Data Acquisition. The data acquisition system previ-gaia for the various flow rates were generated. Portions of these
ously discussed and shown in Fig. 2 was used. The acceleromelel shown in Fig. 3. The data shown in Fig. 3 represents an aver-
data was initially acquired using various sample rates and timge of 10 data sets where 4,096 data points were acquired over 2
spans. Based on these resuit® s timespan and a sample rate ofg a5 previously discussed. By comparing the main peaks for each
2,048 samples/s were used to acquire the data presented. Afiy, rate as shown in Fig. 3, the downward shift of the natural
aliasing filters were used with a cut off frequency of 800 Hz. T equency due to the increase in flow rate is clearly apparent.

accelerometer time series data were transformed to the frequepgyyever. for a flow rate of 1.311 I/m the peak occurs at 5.906 Hz
domain using a Fast Fourier Transform. Ten data sets were avgry ot a flow rate of 416 I/m the peak occurs at 5.937 Hz. There-
aged in the frequency domain and the data were transformed bggl 5 factor of 3.15 decrease in flow rate results in a frequency

tch) the time domain. Initially, 50 data sets were used t0 COMPUgetor increase of 1.094. This is a small increase in frequency for
the averr]age_. Holwever, the data was such thaththe_dlﬁ?rence %arge decrease in flow and would make for a system with a very
tween the signals based on 50 averages and the signals basegl e nsitivity. An increase in the amplitude of the peak response

10 averages were indiscernible at all flow rates. Therefore, Orl tpe fiow rate increases is also shown to occur. Although this
10 data sets were used in the averaging. The standard dewanog is shown to contain multiple peaks, which may be difficult to

the frequency domain average time series signal was then usegilQingish under various conditions, it does verify that the mea-
compare with the flow rate. It should also be noted that care Wagrements are responding according to theory and gives some feel
taken to vibrationally isolate the pump from the test section anflo; the accelerometer is indeed sensing changes in the flow. It is
the prominent pump frequencies were filtered from the accglero%'-so noted that the first mode frequency peaks can be identified
t;tgirndata before the data were transformed back to the time @@:se they follow the expected trends where the other small, yet
: omewhat significant peaks, appear to have random shifts and do
Fourteen flow rates between 400 and 1,500 I/m were used f‘?&t follow théJ expectepd trendsr.)q'o build on these results and in-

all data sets for the 0.0762-f8 in) test sections. The minimum \,etinate techniques with higher sensitivity, this paper now con-
flow rate of 400 I/m was required to keep the pipe full of wate 9 d g Y, hap

- X ) h kinues with the focus of this research, which is to determine the
The 1,500 I/m limit was the highest flow rate obtainable with “;E)cfssibility of using signal noise to measure the flow rate.
pump and system components. The flow steps were repeatable
within a =2 I/m range. The flow rate was held relatively constant 4.2.2 Signal Noise Results and Analysihe signal noise,
with a maximum fluctuation of-1 I/m during testing. This results computed as the standard deviation of the frequency domain av-
in a less than 1% error in the flow rate input. The same acceleraged time-series signal, versus flow-rate plots for the three pipe
ometer position, sample rate, and flow rates were used in timterials are shown in Figs. 4—6. The diamond shaped points
testing of the five test sections. indicate the experimental data and the solid lines represent a

42 Result d Analvsis. Th it d vsi second-order least squared error fit to the data. The equation for
: esults and Analysis. 1he resulls and analysis areé préy, o o e fit and th&k? value for the fit are also shown as part of

sented in two sections. First, experimental data will be compargd ., figure. In the curve fit equations shown, x, represents the

with a frequency analysis to show that the data follows expectady rate in liters/minute. The PVC and stainless steel curves have
trends. The data that identifies the relationship between &gr@l values of 0.997 and 0.991. respectively. while the aluminum fit
noise and flow rate will then be presented and discussed. by 297, Tespectively, )
drops to arR“ value of 0.983. There is no apparent reasoning as
4.2.1 Frequency Domain Results and Analysik.is well to why the aluminum pipe appears slightly less quadratic in the
known that the fundamental natural frequency of a pipe contaimeasured flow range except for possible background noise de-
ing a flowing fluid decreases as the flow rate increases. A flaected by the accelerometer. These curves clearly illustrate that
measurement technique based on this natural frequency stiftre is a strong correlation between accelerometer based signal
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the vibrations in the test section with mass flow for various test
Fig. 4 Signal noise and curve fit for 0.0762-m  (3-in) PVC pipe  Section materials

dyo diameters are shown in Fig. 8. Figure 8 indicates that the

plependence on pipe diameter is not constant over the flow domain
estigated. It also shows that the larger diameter pipe has less
nal noise than the smaller pipe as might be expected.

noise and flow rate. Although these curve fits are good it is not
that if the flow rate went to zero this curve would most likely stil
be deterministic but not quadratic. These curves also illustrate tHAY

a system based on signal noise potentially has a much higf% ) ) .
sen)éitivity than a frequgncy shift bzgsed met?]/od. ’ .he second case consisted of comparing the O.Q?E{Z-m)
Figure 7 is a superposition plot of the signal noise versus flopiness steel pipe to a 0.0381¢in5 in) diameter stainless steel
rate for all three materials. This plot clearly indicates that the pi pe. The_ S|gn§1l noise data for this case is sh_own in Fig. 9. Be-
material properties significantly change the shape of the curve qﬁd"se of limitations in the flow system, the maximum flow rate for
would need to be accounted for in the development of a measufldS ¢aseé was approximately 1,200 /m. The difference between

ment technique. These curves indicate that as the density and sgfﬁ curves in this case is more significant as is the change in pipe

ness of the material are increased, the slope of the signal nois&iameter. Furthermore, as in the previous case, the larger pipe

flow rate curve decreases. A focus for future work would be tglameter ha; 'OWeF signal noi.se .v.alues for the same flow rate.
determine relationships between density, stiffness, and signall© further investigate the significance of the data a nondimen-
noise sional plot with all the data was developed as shown in Fig. 10.

-B_e vertical axis is a nondimensional form of the standard devia-

Pipe diameter was another system parameter that was consi . S
ered to likely shift or change the shape of the signal noise—floi" of the accelerometer data and the horizontal axis is the Rey-

rate curve. To investigate this, two cases were investigated nolds number. This plot clearly indicates a strong relationship be-

The first case consisted of comparing the results of a 0.0762-m
and a 0.1016-n(3 and 4 ir) diameter pipe. The raw data for these
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An Experimenta| Study of the Effect which is dominated by the viscous diffusive process at scales on

. the order of the Kolmogorov length scale of the flow.
of Grid Turbulence on Shear Other studies have shown that the shear layer growth rate is
i highly dependent on the inflow conditions of the free streams,
Layer Evolution hence this study to determine the effect of grid turbulence. For
instance, it was observed by Browand & Latig] that the trip-
ping of the boundary layer, on the splitter plate dividing the two
’eb\-mgil\'/velig;gl;a(cl__@i?ugedu free streams, had the effect of reducing the shear layer growth
: . rate. Hence, a laminar state of the incoming flow must result in
- larger coherent structures to have the shear layer grow faster spa-
Begom Gomez tially while any presence of turbulence may inhibit the larger
e-mail: gomezmb@slu.edu growth of these structures. In addition, it is well understood and
observed that a shear layer entrains fluid from the two streams in
an asymmetric way, and that the shear layer grows into the low
speed side at a faster rate. One of the first observations of this
behavior experimentally was by Konrgd]. One objective of this

Aerospace and Mechanical Engineering,
Parks College of Engineering and Aviation,

Saint Louis University, study was to observe whether the presence of grid turbulence
3450 Lindell Blvd., altered this behavior in any way and to what degree.

St. Louis, MO 63103 Finally, the distribution of Reynolds stres@|'v’), within the
Phone:(314) 977-8419 shear layer with and without the presence of grid turbulence was

observed. Previous observations by Mahgpof the bulk incom-

pressible shear layer discussed again the possible increase or de-

crease of peak Reynolds stress as the flow progressed downstream
An experiment was performed in a shear layer water tunnel tmuld be a function of inflow conditions. In his case, the presence
determine the effect that grid turbulence, introduced within thef turbulence in the free stream lead to a slight decrease in Rey-
meeting of the two streams, had on the evolution of a free shewmlds stress peak value with downstream distance. To understand
layer. DPIV results show that the presence of grid turbulence ithe production of Reynolds stress one must consider the Reynolds
hibited the growth of the large coherent structures formed in theiress equation. If the incompressible shear layer is modeled as
undisturbed shear layer, and thus led to an alteration of the empproximately 2-D with large lateral changes in flow properties as
trainment process of free stream fluid into the shear layer. Thi®mpared to longitudinal changes, one can equate the rate of
caused more symmetry and various growth rates in the shearange of turbulent Reynolds stress in the shear layer as given by
layer evolution. Also, the peak Reynolds stress magnitudes White [6]
creased with the presence of grid turbulence.
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Introduction {u'v gy  ay\\"Y P

The incompressible shear layer is a widely observed flow phe- o' o' p’(ou v’ PAu'v’)
nomenon experimentally. One of the earlier experimental obser- — V<_ _> +<_(_+ _)> —
vations of such a shear layer was performed by Dimotakis & ay X p\dy X ay

Brown [1]. Here they argue that with the presence of the large 1)
coherent structures, known to form in the free shear layer, that the ) o ]

“mixing-layer dynamics at any point are coupled to the larg&here time averaging is denoted by. Here the first term on the
structure further downstream.” Here they also observed that tAght hand side of the equation is the production of Reynolds
entrainment of fluid from the irrotational free streams took placiress due to the presence of an overall average shear present in
largely due to the presence of the large coherent structures, withig flow field. The additional terms account for pressure-strain
the fine-scale mixing within the shear layer corresponds with tigdfects, dissipation, and diffusion. Thus the higher the average
amalgamation processes of the large structures. This first phaséfiar in the flow, or the thinner the shear layer if the same differ-
entrainment was later termed induction by Dimotak®y. The €nce in free stream values is used, should lead to a higher peak
latter phase of smaller scale mixing was then termed diastropfgynolds stress in the shear layer.

Contributed by the Fluids Engineering Division for publication in tawanaL — EXperimental Setup

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . .
March 22, 2003; revised manuscript received October 28, 2003. Associate Editor: AA Small recirculating shear layer water tunnel was used for the

K. Prasad. study with a test section of 12 inches wide by 30 inches long by 6
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inches deep. As a result two streams, each 6 inches wide, met aft
a splitter plate at the beginning of the test section to form the
shear layer. Grid turbulence was introduced into each of the
streams by placing metal grids 25.4 mm upstream of the splitte
plate edge. Two grid sizes were used, the larger with a mesh siz
of 25.5 mm and the smaller with a mesh size of 16.3 mm. The sizt
of the struts in the grids had a thickness each of 10.3 mm and 8.7
mm correspondingly. The grid struts touched the surfaces of thiz
splitter plate upstream. In this way no frame edge of the grids
interfered with the boundary layer growth on the splitter plate.
The grid pattern was square with the struts orientated at 45
angles to the water free surface. This was done so as to not giv
any preferential direction to the eddies produced by the grid pos
sibly interacting with the 2-D coherent vortex structures known to
be produced in the bulk shear layer. A case without grids was als' 035 -.0.03 -0.025 -002 -0.015 -0.01 -0005 ©0  0.005 0.01
performed where the free stream velocities were 26.4 and 14. <u'v'>/(AU)?
cm/s resulting in a speed ratio oftJ,/U;=0.546 between the
low and high speed streams. Without the presence of grids thg. 4 Normalized Reynolds stress profiles through the shear
turbulence levels in the free-streams are negligible, as can be @lyers at a distance of 14 cm downstream of the splitter plate
served in the results. It should also be noted that for this study the
Kolmogorov scale is on the order of 0.1 mm, much less than the
scales produced by the grid turbulence. Thus the introduction of
grid turbulence to the mixing layer should affect the inductioplots at the second downstream station for each of the three cases
processes within the shear layer and not that associated with @&fie shown in Fig. 2. Without the presence of grid turbulence in the
astrophy. free stream flow, the formation of large coherent vortex structures
It should be noted that for the cases with grids the RPM readimgthin the shear layer is observed. The plots are useful to distin-
of each of the pumps was not changed from that of the caguish that first of all with the smaller grids, smaller scale vortical
without grids. However, a change in free-stream velocities mestructures are observed in the free streams, while with the larger
sured did occur due to both the blockage of the grids and tle&ids slightly larger scale structures on average are observed. In
increased growth rate of the boundary layers on the tunnel wa#igdition, it is noticed that for the case with the smaller grids, some
due to the presence of the free-stream turbulence. This resultegWdence of the larger scale coherent structures observed for the
average free stream velocities for the case with small grids of £8se with no grids is still seen. However, with the case of the
and 28 cm/s and for the large grids 19 and 34 cm/s. Note that farger grids the flow in the shear layer is dominated by the turbu-
the small grids theAU value was in the range of 10 to 12 cm/dent structure size shed from the large grids. This leads to the
while that for the case with large grids changed to about 15 cmgg@nclusion that the larger scale turbulence is inhibiting to a higher
Finally, comparing the three cases with their corresponding spe@egree the formation of the normally dominant coherent vortex
ratios defined as,= (U;—U,)/(U;+U,) one obtains the experi- structures.
mental parameters as given in Table 1 with the correspondingNext is shown the averaged vorticity fields for the three cases in
Reynolds numbefRe=AUd/v) based on the shear layer thicknes&ig. 3. It should be noted that the shear layer appears to have the
at a downstream distance of=45 cm for each case. With this smallest growth rate for the case with small grids. First, this is
downstream distance being approximately halfway through tigensistent with the fact the mixing layer is known to grow as a
measurement region, one can assume that this approximatesfemstion of r,. Thus this trend is observed regardless of the tur-
average shear layer thickness for each case. Here the edges obtience levels in the free stream. However, the presence of
shear layer are defined where the velocity reaches 99% of #@aller scale turbulence to the inflow stream leading to a smaller
free-stream value to calculate the shear layer thickngss, growth rate is also consistent with previous observations by
Velocity measurements were performed using a DRilgital Browand & Latigo[3]. Thus both effects must be taken into ac-
particle image velocimetl)y system with the software count as leading to the smaller growth rate for the case of the
PIXELFLOW. This system utilizes a Nd:YAG laser and a CCmaller grids. However, with the use of larger grids two important
camera with an image size of 78880 pixels. An interrogation observations are made. First, that the growth rate of the shear
window size of 3% 32 pixels was used, and the imaged area wadyer appears to be larger than that for the case with small grids.
approximately 11 cm in width. The time difference between imFhis is consistent with the idea that larger turbulent structures will
ages was 3 ms. The flow was seeded with silver-coated glagyrain fluid at a faster rate into the shear layer. The second ob-
spheres that are neutrally buoyant in water and have an averagevation is that the shear layer is shifted more into the high-speed
diameter of 15um. Data was taken at three consecutive dowrside even though a higher difference in average free stream veloc-
stream stations starting at an origin=0) located 9 cm down- ity was measured for this case. This must be due to a more even
stream of the splitter plate. This initial position for the acquisitio@ntrainment rate from both streams into the shear layer due to the
of the data was chosen due to the fact that the boundary laygresence of equal size turbulent structures within the free streams,
shed from the splitter plate were no longer observed. A plane @fd also an effect of the absence of the large coherent structures
the flow parallel to the water free surface and at a depth of 5 di@rmed in the case without grids.
was illuminated with the laser sheet to acquire the DPIV images This same effect is also observed in Fig. 4 where a cut through
as shown in Fig. 1. To obtain Reynolds stress measurements &dmelshear layer at 14 cm downstream of the splitter plate shows the
averaged flow fields, 3000 image pairs were acquired for eaB®eynolds stress magnitudes for the three cases. A shift in the peak
data set. A large number of pairs was used to assure accuracyfiihe Reynolds stress to the high-speed side is observed for the
the averaged values. PIXEFLOW’s image analysis software is gz&ses with grids. It should be noted that the Reynolds stress has
pable of sub-pixel accuracy and gave an uncertainty in the veldgeen normalized with respect to the difference in free stream
ity measurements of 4% and 8% in vorticity. speeds measured for each case. So while the measured magnitudes
R It of the Reynolds stress are larger for the case with the larger grids,
esults after normalizing the data it is observed that the fluctuations are
To observe the differences in the instantaneous flow fields fapproximately doubled for the case with grids at this downstream
the three cases, three arbitrarily chosen instantaneous vortiafgtance.

~©-No Grids. ® Small Grids. —* Large Grids.l

»

.
N
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Table 1 Experimental parameters for all three cases. Re based region of interest where

on shear layer thickness at a downstream distance of x =15cm. il "7“‘"“"‘“"“"

Case 5 8 (cm) Re P /
Without grids 0.294 5.483 6580 " il = " o
Small grids 0.207 6.128 6100 -

Large grids 0.288 6.773 10,160 \/1
grids located upstream
of test section
laser sheet

Fig. 1 Schematic of experimental test section as viewed from

Finally, Fig. 5 presents the normalized Reynolds stress pe#iR top of the water tunnel with flow moving from left to right
value as a function of downstream distance for each of the three
cases. It is noted that while initially the smaller grid case has a
larger normalized value of Reynolds stress, the larger grid casgéger grid. This would lead to the higher value of peak Reynolds
sustains higher magnitudes of Reynolds stress further dowgiress observed for the larger grid case being sustained over the
stream. This could in part be due to the larger average shear pigzasurement region.
duced across the shear layer, which according to Equation 1
would lead to a larger production of Reynolds stress in the shear .
layer. Although the peak values of the average vorticity in th onclusions
shear layer are comparable for the cases with grids, it is evidentlyThe presence of grid turbulence inhibits the growth and forma-
less only for the case with no grids as seen in Fig. 3. Thus evéan of the large coherent structures known to form in the free
though the small grid and no grid cases have approximately thleear layer. In particular, for the case with smaller grids some
sameAU across their corresponding shear layers, the overall efvidence of larger structures appears to be present, but the size of
fect of the grid turbulence is to both increase the Reynolds strekg structures is less than that with no grid turbulence. Thus the
in the layer as well as slightly increasing the growth rate. Anothéurbulence in the free stream inhibits the amalgamation process
reason for the trend in peak Reynolds stress, observed in Figttat causes the coherent structures to grow in size. As a result the
could also be the longer decay time of the eddies produced by #ieear layer grows at a slower rate than the undisturbed shear layer.

Fig. 2 Three arbitrarily chosen instantaneous vorticity fields located at the second station downstream (from

12 to 24 cm downstream of the splitter plate ) for the cases of (a) no grid turbulence (b) smaller grids and (c)
larger grids
(el
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Fig. 3 Averaged vorticity fields for the cases of
grids
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Fig. 5 The progression of normalized Reynolds stress peak
values as a function of downstream distance for each of the

three cases
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However for the case of larger grids and larger-sized vortical
structures within the free stream, the shear layer is dominated by
vortical structures of similar size as the grid turbulence. As a
result, the Reynolds stress magnitudes in the cases with grid tur-
bulence are noticeably larger. This is an expected result as the
larger vortex structures in the undisturbed shear layer would result
in less velocity fluctuations than a series of smaller structures at a
particular point in the flow. The larger average vorticity for the
cases with grids is also evidence of this result. Finally, the forma-
tion of larger coherent structures is not observed in the case with
the larger grids.

An additional result is that for the cases of grid turbulence the
entrainment process is controlled by both the grid turbulence and
eddies of comparable size formed in the shear layer. However, in
the case of the undisturbed shear layer, the large coherent struc-
tures are primarily responsible for the entrainment of free stream
flow into the shear layer as stated by Dimotdgld$ Thus for the
cases of grid turbulence the shear layer is shifted back towards the

MARCH 2004, Vol. 126 / 289
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high-speed side making the flow more symmetric, but still growtery studies have provided understanding regarding the front dy-
ing into the low-speed stream. This effect is more pronouncedmics and their role in estuarine flows. Most of the analytically
with the larger sized grids, and thus larger-sized vortical lenggimplified models of estuaries assume rectangular cross-sections,
scales in the free stream turbulence. or laterally averaged flows, minimizing the influence of the trans-

verse variations over the flojt—3] and several attempts to model

theoretically the flow driven by lateral variation of bathymetry
ACkr_IOW|edgmen_tS ) were performed4—7]. Particularly, Simpsof8] reported the val-

This work was in part made possible through the SLU 200@es of the ratio between the initial front velocities of the saltwater

Research Assistant program at Saint Louis University, as reseaggtyl freshwater flows and the thickness of the channel provided by
assistant Ana De Leon worked with BegoGomez in acquiring |aboratory experiments carried out in trapezoidal, triangular and
the data. In addition, some of the equipment used for the stugiycular cross-section flumes, but no theoretical model is proposed
was acquired through the Beaumont Faculty Development Fund@texplain the findings.

Saint Louis University. The present work concentrates on lock-exchange flows driven
by gravity in open channels with a constant arbitrary cross-section
References in order to reveal the possible roles of the shape of the cross-

[1] Dimotakis, P., and Brown, G., 1976, “The Mixing Layer at High Fleynoldssectlon O,n the flows .present In .es.tuanes and engme.e“ng struc-
Number: Large-Structure Dynamics and Entrainment,” J. Fluid Mez8.pp.  tures. A simple analytical model is introduced to explain the rela-
535-560. _ . ) tionship between the front velocities and the channel cross-

[2] Dimotakis, P., 1986, “Two-Dimensional Shear Layer Entrainment,” AIAA J'vsection, and Iaboratory results from experiments carried out in a

24(11), pp. 1791-1796. . . . .
[3] Browand, F., and Latigo, B., 1979, “Growth of the Two-Dimensional MixingStralght channel of triangular cross-section are provided.

Layer From a Turbulent and Nonturbulent Boundary Layer,” Phys. Fluids,

22(6), pp. 1011-1019.
[4] Konrad, J., 1976, “An Experimental Investigation of Mixing in Two-

Dimensional Shear Flows With Application to Diffusion-Limited Chemical A Model for the Front VVelocities

Reactions,” Ph.D. thesis, California Institute of Technology, Pasadena, CA. ) . ) L
[5] Maheo, P., 1998, “Free-Surface Turbulent Shear Flows,” Ph.D. thesis, Cali- After removing the gate at time=0 (Fig. 1), the stratification

fornia Institute of Technology, Pasadena, CA. is simplified assuming an unmixed two-layer structure, and the
[6] \‘(\gyt_e‘lol; 1991, Viscous Fluid Flow, McGraw-Hill, Inc., New York, NY, pp. well-known bOX_ m_odelthat has provided good results in many
other contexts is invoked. In this conceptual frame, depths and
velocities of both liquid layers are considered as uniform abang
From continuity it follows that the mass flux through a cross-
section at any x-position along the channel must be the same,

Lock-Exchange Flows in Non-
Rectangular Cross-Section Channels

p1-Ar-U;=py Ay Uy, (1)

leading tou;=u, and h,=h, when p,/p;~1, the upper and
lower boundary conditions are the same and a symmetric cross-
Luis Thomas and Beatriz Marino s;]ectgqg channel is usegjtla., closl,)ed p(ijpe}s If th%_c_hanne_l is fopen,

- . the different upper and lower boundary conditions give front ve-
IFAS, UNCPBA, Pinto 399, B7000GHG Tandil, locities that differ about 20%8]. An asymmetric cross-section
Argentina Researchers of CONICET (Fig. 10 imposes an additional condition that has to be settled.
Neglecting the friction due to the sidewalls, the momentum bal-
ance at the leading edge regulates the front velocity by means of a

Lock-exchange flows driven by density differences in nofonstant densimetric Froude numbef,=u,,/(g'h; "% For
rectangular cross-section channels are investigated in situatioRdh Reynolds numbers, well-established theoretical consider-
that resemble estuaries, navigation canals and hydraulic engitions supported by laboratory experiments and field observations
neering structures. A simple analytical model considering stratl "vers, lakes and oceans suggest #has of the order of unity

fied flows suggests practical relationships corroborated by resuf@” Plumes and tidal intrusion fron{s].

of laboratory experiments carried out in a straight channel of Therefore,

triangular cross-section.[DOI: 10.1115/1.1677475

u; r U,
vg'hy vg'h,

Introduction with I'=F,/F,~1. Suppose that the contour of the channel is
The lock-exchange flows consist of a gravity current of lesgtefined by

dense fluid moving along the surface and a dense current flowing

beneath it in the other direction. Main physical mechanisms un- z (M)a

@

derlying many natural phenomena associated with this kind of H D (©)
flows can be understood in terms of gravity current theory by

means of a simple experimental system constituted by a chanwélerea and g are constants. As Fig. 2 displays, the valwel
that is temporarily divided into two sections by a thin vertical gatéetermines a triangular cross-secties; 1 provides convex cross-
(Fig. 18. Freshwater fills one section and saltwater the other, af@ctions(almost rectangular i&=>5), and e<1 indicates a cross-
the free surface levels are made equal. As soon as the barrieg@stion with a central depression.

raised, the dense fluid starts to collapse and counter-currents begi#sing Eg.(3) and introducing the fractional depth=h, /H of

to flow in opposite directiongFig. 1(b)). the bottom current, Eq$1-2) become
Measurements on the flows present in estuaries and nearby con- Lt e
tinental shelves, together with theoretical, numerical and labora- Up_paRe_ pa(1-67) @

U, piA; ppéltla

Contributed by the Fluids Engineering Division for publication in ticeJBNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division u &

November 13, 2002; revised manuscript received September 30, 2003. Associate _1:I‘. —_— (5)
Editor: M.V. Otlgen. U, 1-¢

290 / Vol. 126, MARCH 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



gate Nz

a
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t=0 salt-water freshwater
pi P2
y— ”‘x
2D
o v 9
: y A\ ©
0 J—L 2 hy {:reshwater A>
salt-water P h \ % & v
v

lateral view cross-section view

Fig. 1 Sketches of an arbitrary cross-section channel showing

(a) the lateral view of the initial configuration, (b) the exchange .
flows lateral view as seen some time after withdrawing the / 4
gate, and profiles suggested by the  box-model (dashed lines ), =t r=127%
and (c) a cross-section view
0 1 t T 1
0 1 2 3 4 5
[24

The parameteg that gives the relationship between the horizontaig_ 3 Fractional depth
and vertical scales is not present in these equations. Combingom current for
Egs.(4) and(5), an algebraic equation to determifias a function

of I', @« andp,/p, is obtained

(a) and front velocity ratio  (b) of the
p2/p1=1

Figure 3 indicates that the cross-section shape may affect the
po (1— gL 1e £ velocity ratio for smalle, suggesting for example a fast saltwater
— ey I - §=0 (6) flow and an almost quiet buoyant plume for cross-sections with a
Pr € pronounced central depression.

The solution of Eq(6) is a smooth function varying betweenExperimental Validation

— — _ 213y _ H
¢=1 for a=0 and¢=1/(1+T?)~0.5 for a== (Fig. 3(@)). The A geries of lock-exchange experiments were performed in a

corresponding evolution of the front velocity ratio is depicted ifightangled triangular cross-section channel with transparent Per-
Fig. 3b for three values of'. The open diamond resumes thespex sidewalls, varying the initial value gf [9]

experiments reported below, which agrees well with the experi Ei : : o
) : - > . gure 4 is a log-log representation of the front velocities of the
mental value obtained by Simpsg#j (circle inside the diamond lighter fluid current running along the water surface and the dense

for a right-angled triangular cross-section. This may be taken a . . ;
- . ; : rent movin r th m. A -fit pr n func-
confirmation that the front velocity ratio does not depend on th{s ent moving over the botto best-fit process using a func

angle (or, on parametep in the general cageas anticipated by fon that IS proporﬂonal g’ (see Eq(z)) gives the straight I|r!es
the model. Figure 3b also includes the value corresponding to \gﬂose ratiou; /u,=1.62 agrees well with that reported by Simp-
open circular tube filled to a quarter depth, (u,=1.33) reported
by Simpson 8], whose associated value af=2.55 was obtained
by means of a best fit process using E8). for the wet cross-
section contour. The few available experimental results sugge
that the assumptions are valid at least fe¥dl<o, i.e. for cross-
section shapes ranged between triangar 1) and rectangular
(e=x). More experiments using more complex cross-sectior 0.1 -
shapes, in particular far<1, are required to check thoroughly the
model.

0.2

u,= (0.275£0.002) g'**

u,u,

(m/s)

]
u,= (0.170£0.003) g'°**
0.01 : ——— x
0.01 0.1 03
— T . . —
-1.0 0.5 00 0s 1.0 g' (m/s?)
y/D

Fig. 4 Velocities of the fronts of the gravity currents running
Fig. 2 Channel cross-section shapes suggested by Eq. (3) for  over the bottom (circles ) and below the free surface (squares)
different values of the parameter a with g=1 for different values of g '
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son|[8]. The related Froude numbers d&g=0.75 andF,=0.6,

similar to those obtained for lock-exchange flows generated ig’ —g(p;— p,)/p-

open rectangular cross-section channels, andlfheh 275 that is i

employed as a reference value. H=h;+h,
The in-line average lateral density distribution is also measured U

from the digitised images registered by a video-camera placed at a XY, Z=
fixed lateral position 6.00 m away from the tank. The fractional

depth associated with the contour 8& p, at x=0 is ¢&=0.63 a, B
that is very close to the value foreseen by the mods.,

£=0.62. A careful examination of the lateral views shows that the i

wholedense current appears elevated almost 0.005 m with respectAp=p,—p,>0

= gravity acceleration

reduced gravity, g<g

= height of current i

maximum fluid depth

front velocity of current i

longitudinal, transversal, and vertical
coordinates

constants associated with the shape of
the channel contour

= density of fluid i

density difference

to the bottom of the tank, spreading over a very thin layer of
freshwater that remains fastened during the passage of the gravity
current. This feature is absent in gravity currents performed in
rectangular cross-section channels and was confirmed by a visua] |
inspection during the experiments. The layer resembles a bourRfPSCripts

ary layer in which the effect of viscosity is important however = 1, for dense fluidsaltwatey
high the Reynolds number of the flow bulk is. Eventually, the = 2, for light fluid (freshwatey
dense fluid replaces the freshwater of the layer after an interval

that is longer than the time in which the experiment is completed.

I'=F,/F, = Froude numbers ratio
¢=h,/H = fractional depth of the dense current

Conclusions References
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Nomenclature

A; = cross-section area of the current i
D semi-width of the channel

Fi=u;/(g’-h))¥? = Froude number of current i
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Low-Speed Aerodynamics, Second Editiorhy Joseph Katz tation of the governing equations which often appears in under-
and Allen Plotkin. Cambridge Aerospace Series, 2001; 63Baduate texts in fluid dynamics. Chapter 2 introduces the concept
pages. of vorticity and circulation in incompressible flow with a short
derivation of Bernoulli's equation. Much of the material in this
REVIEWED BY A. T. CONLISK 1 chapter appears in undergraduate texts and their presence in this
text reinforces the theme of a self-contained presentation which
This is truly a unique and comprehensive book designed forpgrmeates the entire text. An exception to this is the discussion of
one year course in low Mach number aerodynamics. Perhaps B Biot-Savart Law, the basic building block of 3-D aerodynam-
cause | am not an aeronautical engineer | appreciate the compes: Chapter 3 provides an introduction to potential theory leading
hensive nature of the book in which the subject matter rang@go Chapters 4 and 5 which discuss the flow over three-
from a basic discussion of high Reynolds number fluid mechaniggnensional wings and 2-D airfoils respectively. Chapter 6 de-
to a comprehensive discussion of three dimensional flow past redaribes 2-D potential flow analysis using complex variables; this
tively complex aerodynamic bodies. classical analysis is supplemented by a detailed discussion of the
The authors have made a conscious decision to restrict theforce on the airfoil obtained both by the Kutta-Joukowski law and
selves to the limit of low Mach number, unlike more conventionady an integration of the pressure distribution. Airfoils with finite
aerodynamics books such as the book by Bewierodynamics trailing edges are also considered.
for Engineers, Fourth Editiorf2002 which devotes a consider- Chapters 1-6 comprise what may be stated as the fundamental
able amount of space to compressible and even hypersonic flportion of the text except for Chapter 14, which discusses bound-
In my view, this is not a weakness of the book; the fundamentadsy layer theory, a chapter which was added in the 2nd edition.
of aerodynamics are presented in great detail and the inclusionGifapters 7—12 present solution methods for the basic problems in
detailed computer programs, at the time of its first publication waso and 3-D aerodynamics.
relatively rare. There is a healthy mix of theory and analytical Chapter 7 introduces the concept of 2-D thin aerofoil theory
methods owing to the years of experience of Professor Plotkin awtlich leads into singular perturbation theory. This treatment is
computational methods primarily provided by the years of expsomewhat unusual in classical aerodynamic texts yet the discus-
rience of Professor Katz. sion of thin aerofoil theory in terms of singular perturbations is
The text is a second edition and is over 600 pages in length; reettremely enlightening. Following the theme of Chapter 7, the
only is it useful as a textbook, but it also serves as a ready ref@D, slender wing is presented. Here the fundamental notion of a
ence book for incompressible aerodynamics. Graduate studdiftsg-line is introduced and the formulas for the loads on the
find it easy to read and comprehensive enough so that they aarfoil are also calculated.
initiate a research effort essentially independently. At the sameChapters 9—12 provide a lucid introduction to the classical nu-
time, the text provides fundamental insights into basic inconmerical analysis appropriate to thin airfoils in both two and three
pressible fluid mechanics with aerodynamic applications. In patimensions. First, 2-D panel methods are described in Chapter 9
ticular, 1 have not seen the extensive discussion of 3-D panehere the airfoil is described by a lumped vortex element. In
methods discussed in such detail anywhere else. At the same ti@tepter 10, the various kinds of singularities which may be used
a chapter on the fundamental theory of the laminar boundary layterrepresent airfoils, including source, doublet and vortex distri-
has been added in this, the second edition, a unique feature ibwions. Along with the basic theory of singularity elements, the
book tailored to aeronautical engineers. In addition, complet@rious methods of approximation of the strength of the elements
computer programs written in Fortran for two and 3-D pane$ discussed.
methods are provided in an appendix allowing the easy develop-Chapter 11 presents several examples of the numerical solution
ment of special purpose computer programs by the reader.  of the 2-D theory first introduced in Chapter 9. Here specific
In my view, the book may be divided into four parts. Chapterexamples of a flat plate and cambered airfoils are solved numeri-
1-3 present the basics of incompressible fluid mechanics. Muchlly. Both Dirichlet and Neumann boundary conditions are
of this material appears in undergraduate textbooks a fact whighated. A minor note: Fig. 11-36 is considerably out of date and
adds to the book’s completeness. Chapters 4—8 describe the babkimuld be redone.
theory of linearized potential theory while Chapters 9—13 describeBuilding on the basic numerical methods in two dimensions,
the numerical implementation of the basic theory. Chapters 14 addD methods are described in Chapter 12. Significant attention is
15 while not necessary for completeness of the text add to figid to the horseshoe vortex and vortex ring models for flow past
usefulness by presenting the basics of viscous flow theory and falB-D fixed wing.

3-D implementation of the methods described in the previousIn a rather lengthy chapter, Chapter 13 several examples of
chapters. unsteady problems are presented. It is shown that the methods
Chapters 1-3 provide a basic introduction to the fundamentalsscribed previously for the steady problem may be readily ex-
of fluid dynamics. Chapter 1 begins with a discussion of the néended to the unsteady problem. The sudden acceleration of a 2-D
tion of flow lines which and dimensional analysis and the presefiat plate and a pitching wing are considered explicitly. The 2-D

thin airfoil theory presented in Chapter 5 is completely redone for

Professor, Department of Mechanical Engineering, The Ohio State Universih‘/nSteaqy flow. . ) ) )
206 W. 18th Avenue, Columbus, Ohio 43210 A unique feature of this book is the discussion of boundary
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layer theory in Chapter 14. The boundary layer on a curved swlynamics. Problems ranging from 2-D unsteady flow past a 2-D
face is discussed first; this problem corresponds to the viscdiet plate airfoil to the 3-D flow past an entire aircraft are pre-
flow near the leading edge of an airfoil. Next the basic theory sented. An extensive set of references follows the chapter so that
similarity solutions is presented corresponding to the viscous flalve reader may look up the original references.
on the airfoil away from the leading and trailing edges. The von This book is a significant contribution to the aerodynamic lit-
Karman integral approach is also presented and the first orégature. Several of my students have been able to begin their
interaction between the boundary layer and the outer inviscid rissearch careers in aerodynamics by reading and digesting this
described. book. It is certainly a significant contribution to modern aerody-
The book concludes with a Chapter on applications, includingreamic theory and numerical computation of aerodynamic flows
basic discussion of separated flow and high angle of attack aeower both simple 2-D and complex 3-D shapes.
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